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ABSTRACT 

As the intensity and frequency of landfalling tropical storms are likely on the rise in a warming 

climate, coastal communities are increasingly being exposed to flooding caused by storm surges 

compounded by heavy rainfall.  Prediction and reanalysis of storm surges, especially compound 

flooding, rely on wind and pressure fields either from parametric tropical cyclone wind models or 

numerical weather model reanalysis. Both are subject to significant errors during landfall. Besides, 

land surface attributes and different storm structures influence the intensity and location of 

compound flooding in coastal areas. Therefore, this dissertation aims to improve the analysis and 

prediction of coastal flooding during landfalls through integrated modeling by addressing the 

above research questions. The dissertation is comprised of three main components. First, the 

relative accuracy of HWRF reanalysis and a parametric wind model (i.e., Holland 10) during the 

landfall of Hurricane Florence has been assessed, and the impacts of the wind forcing on storm 

surge simulations have been estimated. In this component of the study, we validated each wind 

forcing using an extensive surface data set collected at public and commercial platforms and then 

used as input forcing to a 2-D coastal hydrodynamic model (i.e., Delft3D Flexible Mesh) to 

produce storm surge along the Carolina coasts and major sounds. This study reveals that the wind 

fields from HWRF are overall more accurate than those based on H10 for the periphery of the 

storm, though they exhibit limitations in resolving high wind speeds near the center. However, 

HWRF wind fields exhibit a progressively negative bias after landfall, likely due to deficiencies 

of the model in representing boundary layer processes and to the lack of assimilation of the surface 

product after landfall to compensate for these deficiencies. When we used HWRF reanalysis wind 

and pressure fields as the atmospheric forcings to the Delft3D-FM model, it yielded more accurate 

peak surges simulations. However, there is a severe underestimation of the surge along the 
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shoreline close to the track center. The peak surge simulations by Delft3D are biased low when 

driven by H10, even though over several locations, the H10 model overpredicts surface wind 

speeds. This contrast highlights the importance of resolving wind fields further away from the 

center to reproduce storm surges and associated coastal flooding accurately. 

The second component of the dissertation focuses on defining an alternative metric to identify 

regions with consistently large compound zones and land surface controls on the intensity and 

locations of compound flooding caused by Hurricane Florence. A prominent feature of this event 

is the storm surge penetrated more than 60 km inland through the Neuse River in North Carolina, 

causing more than 3-m surge upstream outside of the coastal zone. This surge most likely has 

magnified the fluvial flood peak that arrived subsequently by producing the backwater effects. 

Therefore, this investigation focuses on the impacts of land surface controls on the intensity of 

compound effects. We developed an integrated ocean-riverine hydrodynamic model using the 

Delft3D-FM suite. The integrated model ingests inflow from National Water Model 2.1 reanalysis.  

The model undergoes calibration to accurately capture the peak surge up to the surge-dominated 

and fluvial zones.  The calibrated model is then used in sensitivity runs to appraise the impacts of 

land surface control. The findings from this study confirm that the baseline metric using the 

compound ratio of 20% and 80%  is insufficient to explicitly define Florence's compound zone. 

However, changing the threshold values of the compound ratio in alternative metrics to 5% and 95 

% demonstrates significant compounding effects. So, the alternative metric is more conservative 

than the baseline. In addition, the presence of salt marsh significantly impacts the compound zone, 

and the compound area reduces by 35 % for the highest intensity of salt marsh. Therefore, 

Managing flood hazards using a more conservative estimation will minimize the risk of property 

damage and save lives. 
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In the third element, we investigate three contrasting storm events over the Amite River watershed 

in Louisiana to identify the effects of different storm structures on the intensity and location of 

compound flooding over the region. To this end, we extensively calibrate an integrated modeling 

framework (i.e., Delft3D-FM) in simulating compound flooding effects resulting from rainfall 

runoff, astronomical tides, storm surges, and atmospheric forcing within the Lakes Maurepas and 

Pontchartrain drainage basins. The calibration was performed on two contrasting events: a rainfall-

dominated flood event in 2016 and a surge-dominated (i.e., Hurricane Isaac) event in 2012. Then 

the resulting model was utilized for Hurricane Ida in 2021 to ascertain the extent of the compound 

and transition zone. Our intermediate results suggest that surge-dominated events only generate 

floods within the transition zones, whereas rainfall-dominated events contribute to watershed 

flooding. However, the study reveals that a surge event with heavy rainfall is the actual cause of 

compound flooding. Moreover, the location and intensity of compound flooding vary in u/s and 

d/s. This innovative study suggests that a coupled model can be used for operational use in 

predicting compound flooding in coastal areas as the model reduces computational time by 

avoiding the complexity of implementing different modeling frameworks separately with multiple 

parameter estimations. Hence, the outcome of this study will help policymakers take prompt and 

informed actions during storm events. 

KEYWORDS: Hurricane, wind model, storm surge, reanalysis, Delft3D-FM, Florence, 

compound flooding, land surface control, NWM 
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Chapter 1 General Introduction 

Coastal communities are increasingly being exposed to flooding caused by storm surges 

compounded by heavy rainfall because of the increasing trend in intensity and frequency of 

landfalling tropical storms due to climate change (Milly et al., 2002; Moftakhari et al., 2015; 

Bevacqua et al., 2019). A combination of wind, tide, waves, and rainfall across various scales 

drives flooding over coastal and transition zone. Flooding can emerge either from ocean surges, 

high river discharges, and extreme rainfalls in the upstream watersheds or a combination of these 

flood drivers (Zheng et al., 2013; Wahl et al., 2015; Bilskie and Hagen, 2018). Most of the time, 

damages from the combined hazards during compound flooding are more severe than that of 

individual sources (Zscheischler et al., 2018). For instance, Florence in 2018 caused significant 

flooding in the vicinity of the Neuse River in North Carolina, USA, especially at New Bern, 

because of the combined effect of heavy precipitation (i.e., 900 mm) and high surge (i.e., 3 m) 

from the Atlantic Ocean (Ye, Huang, et al., 2020). In addition, compound flooding can result from 

tropical and extratropical cyclones (Cho et al., 2012; Li et al., 2006; Valle-Levinson et al., 2020). 

Furthermore, the attributes of the land surface, such as the presence of marshland and other 

vegetation, may control the intensity and location of compound flooding in the coastal regions. 

Different storm structures also influence the intensity of compound flooding. Because some storms 

are surge-dominated, some are rainfall-dominated, and others make landfall with high surges and 

heavy precipitation, causing massive compounding over the region, especially upstream locations.  

However, the definition of compound flooding is debatable. There is no well-established metric to 

identify the regions with the consistently significant compounding effect. Instead, a recent study 

conducted by Ye et al., 2020 for hurricane Florence introduced a new metric based on a dominance 

map. They define dominance as a percentage of the total disturbances. For instance, if the 
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disturbance from an individual forcing is more than 80%, then the location is dominant for that 

forcing; otherwise, the area will be a compound zone. However, this definition of compound zone 

based on the dominance map is time-dependent, which sometimes misleading, and cannot detect 

compound zone for storms with varying structures, especially those landed with secondary peaks. 

As a result, there is a need to introduce a time- and storm-independent alternative metric to define 

compound flooding holistically in identifying regions with consistently large compounding 

effects.  

Eventually, improving the resilience of coastal communities compounding effect requires accurate 

analysis and predictions of coastal flooding. In contrast, complex interactions among multiple 

processes cannot be modeled efficiently by coupling isolated models. As a result, realistic 

representation and prediction of storm surges remain challenging. The reasons are manifold. These 

include uncertainties in atmospheric forcing (Cardone and Cox, 2009; Dietrich et al., 2018; Mayo 

and Lin, 2019; Abdolali et al., 2021); a lack of available high-quality and high-resolution 

bathymetric data in shallow areas as well as insufficient grid resolution to resolve the topo-bathy 

in complex coastal regions (Hell et al., 2012; Jacob and Stanev, 2021; Acosta-Morel et al., 2021); 

a lack of available high-quality water level records during past tropical storms for model 

calibration (Asher et al., 2019); under- or misrepresentations of physical processes pertaining to 

flow and atmosphere-ocean momentum exchange under robust wind regime and in shallow waters 

(Olabarrieta et al., 2012), a lack of coupling of different model components which have a direct 

effect on each other (i.e., atmospheric forcing, storm surge, wave, and hydrology; Ma et al., 2020; 

Santiago-Collazo et al., 2019).  

Therefore, the overarching goal of this research work is to improve the understanding of the coastal 

processes and interaction among flood drivers for enhancing the prediction of coastal flooding and 
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develop a better tool that can integrate all processes by avoiding the complexity of multiple 

modeling systems. This dissertation is comprised of three main elements. The first element is 

motivated by the need to determine the relative strengths and deficiencies of the parametric wind 

model and NWP reanalysis as forcings for storm surge simulations. It offers detailed, comparative 

analyses of wind and pressure fields from HWRF and the Holland (2010) wind model for 

Hurricane Florence and the impacts on storm surge simulations driven by each forcing. The second 

element is motivated by the need to define the alternative metric to identify the regions with 

consistently significant compounding effects across storms (i.e., Florence) and assess the impacts 

of land surface controls in determining the maximum impact caused by storm surges. In the third 

element, we study the effect of various storm structures on the intensity of compound flooding. 

Here, we selected three different storms, such as surge-dominated, rainfall-dominated, and storm 

with high surges and heavy precipitations, for a different location than the first two elements.   

This dissertation, consisting of five chapters, is structured as follows. Chapter 2 is a reproduction 

of Rahman et al., 2022, and presents the relative accuracy of two sets of wind/pressure fields for 

Hurricane Florence of 2018 that made landfall along the Carolinas and impacts on the storm surge 

simulation. Then Chapter 3 describes the effects of land surface controls on the intensity and 

locations of compound flooding caused by Hurricane Florence. Chapter 4 elucidates an 

understanding of the effects of various storm structures on the intensity of compound flooding. 

Finally, Chapter 5 presents a general conclusion and recommendations for future research. 
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ABSTRACT 

Prediction and reanalysis of storm surges rely on wind and pressure fields from either parametric 

tropical cyclone wind models or numerical weather model reanalysis. Both are subject to 

significant errors during landfall. This study assesses two sets of wind/pressure fields for Hurricane 

Florence that made landfall along the Carolinas in September 2018 and appraises the impacts of 

differential structural errors in the two suites of modeled wind fields on the predictive accuracy of 

storm surge driven thereby. The first set was produced using Holland 2010 (H10), and the second 

set is the Hurricane Weather Research and Forecasting (HWRF) reanalysis created by the NWS 

National Centers for Environmental Prediction (NCEP). Each is validated using an extensive 

surface data set collected at public and commercial platforms. Then it is used as input forcing to a 

2-D coastal hydrodynamic model (i.e., Delft3D Flexible Mesh) to produce storm surge along the 

Carolina coasts and major sounds. Major findings include the following. First, wind fields from 

HWRF are overall more accurate than those based on H10 for the storm's periphery, though they 

exhibit limitations in resolving high wind speeds near the center. Second, applying H10 to the best 

track data for Florence yields an erroneous spike in wind speed on September 15th, when the storm 

reduced to a tropical depression. Third, HWRF wind fields exhibit a progressively negative bias 

after landfall, likely due to deficiencies of the model in representing boundary layer processes and 

to the lack of assimilation of the surface product after landfall to compensate for these deficiencies. 

Fourth, using HWRF reanalysis as the forcings to Delft3D yields more accurate peak surges 

simulations, though there is a severe underestimation of surges along the shoreline close to the 

track center. The peak surge simulations by Delft3D are biased low when driven by H10, even 

though over several locations, the H10 model overpredicts surface wind speeds. This contrast 

highlights the importance of resolving wind fields further away from the center to reproduce storm 

surges and associated coastal flooding accurately.    

Keywords: Hurricane, wind model, storm surge, reanalysis 

 

 



 

6 

 

2.1 INTRODUCTION 

Flooding in the coastal areas caused by rainfall and storm surges imposes devastating effects on 

the lives, environments as well as the economy of nations across the globe. Improving the 

resilience of coastal communities requires accurate predictions of coastal flooding in general and 

storm surge in particular. Despite the recent advances in modeling and computational techniques, 

accurate representation and prediction of storm surges remain challenging. Hydrodynamic models 

are often unable to adequately reproduce patterns of coastal flooding both in space and time. The 

reasons are manifold. These include uncertainties in atmospheric forcing (Cardone and Cox, 2009; 

Dietrich et al., 2018; Mayo and Lin, 2019; Abdolali et al., 2021); a lack of available high-quality 

and high-resolution bathymetric data in shallow areas as well as insufficient grid resolution to 

resolve the topo-bathy in complex coastal regions (Hell et al., 2012; Jacob and Stanev, 2021; 

Acosta-Morel et al., 2021); a lack of available high-quality water level records during past tropical 

storms for model calibration (Asher et al., 2019); under- or misrepresentations of physical 

processes pertaining to flow and to atmosphere-ocean momentum exchange under strong wind 

regime and in shallow waters (Olabarrieta et al., 2012), a lack of coupling of different model 

components which have a direct effect on each other (i.e., atmospheric forcing, storm surge, wave, 

and hydrology; Ma et al., 2020; Santiago-Collazo et al., 2019). Among these, abrupt changes in 

wind fields during landfall due to the increased drag have been recognized as a major source of 

errors in the simulation and prediction of wind fields by numeric weather models (Wang, 2012; 

Leroux et al., 2018; Kim et al., 2020), and these errors have been cited as a key impediment to 

accurate storm surge simulations for locations along estuaries and coastal streams further away 

from the coast (Ferreira et al., 2014). 
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To date, post-analysis of storm surge and coastal risk assessment have often relied on parametric 

models of tropical cyclone (TC) wind and pressure fields constructed using semi-empirical 

relations (Mattocks and Forbes, 2008; Vickery et al., 2009; Forbes et al., 2010). These models 

incorporate idealized assumptions of tropical storm structures and boundary layer processes 

(Holland, 1980; Demaria et al., 1992; Houston and Powell, 1994; Vickery et al., 2000; Phadke et 

al., 2003; Willoughby et al., 2006; Zhang et al., 2011; Chavas et al., 2015; Kepert et al., 2016), 

require only a few storm parameters and therefore simple to implement, and have the advantages 

of being able to integrate forecasted and observed TC track data directly. Among the contemporary 

parametric models, perhaps the most well-known is the model by Holland (1980) and its later 

variants (i.e., Holland, 2008 and Holland et al., 2010), which now serve as the default forcing 

mechanism for coastal hydrodynamic models such as ADCIRC (Luettich et al., 1992) and Delft3D 

(Deltares, 2014).  

While these parametric wind models have been widely applied and, in many cases, yielded 

satisfactory storm surge simulations, several concerns remain. It is well known that these models 

are limited in their ability to resolve inter-storm variations in wind profiles, asymmetry in the storm 

structures, and changes of TC structures induced by enhanced friction drags during landfall 

(MacAfee and Pearson, 2006; Fang et al., 2020). In addition, parametric models lack the ability to 

resolve background wind and pressure fields. These impair their ability to capture the waves, 

swells, and surges generated by wind and pressure at a longer distance from the TC center 

(Abdolali et al., 2021). Though practitioners often resort to the calibration of hydrodynamic 

models as a countermeasure to compensate for biases and errors in forcings as well as deficiencies 

in model structures (Lin and Chavas, 2012), the efficacy of this practice, however, remains 

questionable.      
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Over recent years, high-resolution numerical weather prediction models (NWP) real-time or 

retrospective analyses of past landfalling TCs have become widely available, and these products 

have been increasingly applied in predicting/reconstructing storm surge events. Notable extant 

real-time analysis and reanalysis products include those from the Hurricane Weather Research and 

Forecasting (HWRF) model that is operational at the US National Weather Service (NWS; Ma et 

al. 2020), Hurricanes in a Multi-Scale Ocean-coupled Non-hydrostatic model (HMON) running 

operationally at NCEP, GFDL model, and HiRES from European Center for Medium-range 

Weather Forecast (ECMWF; Molteni et al., 1996). These NWP models incorporate explicit 

representations of states of the atmosphere and their interactions with ocean and land, and have 

the ability to assimilate a variety of surface and remotely sensed observations. HWRF forecast, for 

example, is produced by assimilating Doppler velocity from ground-based or air-borne Doppler 

radar (Tong et al., 2018; Lu and Wang, 2020; Davis et al., 2021); upwelling microwave radiation 

measured by an airborne radiometer (Chen et al., 2018), and dropsonde observations (Powell et 

al., 2003; Franklin et al., 2003; Ryan et al., 2019). Owing to these strengths, these products are 

expected to offer physically more realistic depictions of TC wind and pressure fields during 

landfall than do those from parametric models. Nonetheless, the NWP models themselves are 

subject to biases and errors that arise from mis- or underrepresentation of processes. In particular, 

there have been reports of significant departures of HWRF wind analysis and prediction of TCs 

after landfall (Kloetzke, 2019; Ma et al., 2020), which likely reflect inadequate representations of 

boundary layer processes.   

Heretofore, a plethora of studies have been undertaken with the purpose of illuminating the 

evolution of TC wind structures (Chen et al., 2012; Wang, 2012) over the ocean and during 

landfall, assessing the skills (Resio et al., 2017; Annane et al., 2018) of NWP models in 
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prognosticating TC tracks and structures, and predicting storm surge (Leroux et al., 2018; Bucci 

et al., 2021). Yet, very few of these have attempted to appraise the relative realism of wind and 

pressure fields produced by parametric models versus those from parametric models prior to, 

during, and after landfall or to assess the impacts of structural errors in these products on the surge 

simulations driven thereby. A notable exception is Dietrich et al. (2018), in which the authors 

examined the storm surge forecasts forced by a parametric model and predictions from a WRF 

model for Hurricane Isaac. The study, however, did not delve into the differential structural errors 

in the wind profiles that led to the contrasting predictive accuracy of ADCIRC.     

The present study is motivated by the need to determine the relative strengths as well as 

deficiencies of the parametric wind model and NWP reanalysis as forcings for storm surge 

simulations; it offers detailed, comparative analyses of wind and pressure fields from HWRF and 

the Holland (2010) wind model (henceforth referred to as H10) for Hurricane Florence, and the 

storm surge simulations driven by each. The specific objectives of the present study are twofold. 

The first is to determine the relative skill of H10 vs. HWRF in reproducing the evolution of wind 

and pressure fields of Florence during and after its landfall, with a focus on identifying distance 

and quadrant-dependent errors that can be related to the interactions between the storm and land. 

The second is to gauge the relative efficacy of the two forcing data sets in reproducing the 

inundation processes along the coast and major sounds. Hurricane Florence was chosen for the 

study for three reasons: 1) it is one of the most devastating landfall Hurricanes along the Carolinas 

in recent history; 2) it produced a storm surge that penetrated far upstream (>50 km), and speed 

and direction of wind over land may have strongly modulated the intensity of flooding along major 

sounds, and 3) a high-resolution HWRF reanalysis is available, so are a rich set of surface wind 

observations for validating the wind fields. Our working hypotheses include: a) the accuracy of 
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wind fields from both H10 and HWRF reanalysis would deteriorate after landfall; b) the quality of 

the H10 wind fields would decline more drastically due to its lack of explicit accounting for the 

increase in friction drags; c) using HWRF reanalysis would yield more accurate storm surge 

simulations throughout the event.   

The remainder of this paper is structured as follows. Section 2 provides descriptions of the 

methods, including the wind forcing (i.e., H10 and HWRF), selected hydrodynamic model (i.e., 

Delft3D-FM), model parameters and inputs, and validation matrices. The objectives of this study 

are accomplished in Section 3 (i.e., Results), where the relative accuracy of two wind forcings is 

assessed, and the impact of the storm surge simulations is determined. Section 4 discusses the 

findings of the study in detail, and Section 5 summarizes the findings and offers recommendations 

for future works.  

2.2 MATERIALS AND METHODS 

2.2.1 Hurricane Florence 

According to NOAA's National Centers for Environmental Information (NCEI) and National 

Hurricane Center (NHC), Hurricane Florence of 2018 was by far one of the costliest (i.e., 12th) 

hurricanes that hit the mid-Atlantic region in recent history. The hurricane was first spotted as a 

tropical disturbance near Cape Verde Island off the West African coast in late August, 

experiencing rapid intensification in early September. It became a Category 4 hurricane around 5 

September. The storm's strength then declined to a tropical storm while traversing the Atlantic 

Ocean until 11 September, when it intensified to a Category 1 hurricane. Florence made its first 

landfall south of Wrightsville Beach, NC, on 14 September while retaining Category 1 strength, 

even though wind speed was mainly below 70 mph while approaching the coast (Fig.2.1).  
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Fig. 2.1: Map showing Delft3D model domain and grid mesh (a) and a blow-up of the region that is the 

focus of the analysis on storm surge (b). Superimposed are the track of Hurricane Florence and the 

location of New Bern, which experienced severe flooding during the landfall of Florence 

The storm produced sizable surges across the NC coast, penetrating as far as 50-60 km inland 

through major rivers. Along the Neuse River near the city of New Bern, the storm surge exceeded 

3-m and caused widespread flooding across the city, which made the national headline. The major 

devastations by the storm were caused by its heavy rainfall - the maximum storm totals (up to 17 

September) exceeded 900 mm in NC, shattering the previous record for the state. The storm 

degenerated into a depression on 15 September and underwent an extratropical transition on 17 

September before dissipating on the 18th, though flooding in many locations lingered on till the 

end of the month (Stewart and Berg, 2019).    

2.2.2 Wind Speed and Surface Pressure Fields  

2.2.2.1 Reanalysis Product Based on Observation: 

The Hurricane Weather Research and Forecast (HWRF) system tropical-storm predictions were 

by a consortium using the WRF Non-hydrostatic Mesoscale Model (WRF NMM; Janjic, 2004) 

core maintained by the NWS National Centers for Environmental Prediction (NCEP). First 

introduced to operation in 2007, it has become one of the primary forecasting models for TC 

predictions in the NWS. The HWRF uses telescopic nesting: in its current operational setting, the 

parent domain of HWRF spans approximately 77.2° × 77.2° with a ~27 km mesh, the intermediate 

domain ~17.8° × ~17.8° with a ~9 km mesh, and the innermost domain ~5.9° × ~5.9° with ~1.5 

km mesh (Biswas et al., 2018). The latest version has 75 vertical levels with a 10 hPa increment. 

HWRF runs are coupled with Princeton Ocean Model (MPIPOM-TC) for all oceanic basins in the 

northern hemisphere.  
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The HWRF model uses forecasts from the Global Forecast System (GFS) on the parent domain as 

lateral boundary conditions. In the forecast mode, it relies on a synthetic vortex to initialize a TC 

forecast (Biswas et al. 2018) and a bogus vortex to cold-start strong storms. The bogus vortex is 

created by smoothing the wind profile of the 2-D vortex until its maximum radial wind (RMW) 

matches the observed values. The HWRF uses a vortex relocation procedure in which a 6-h HWRF 

forecast from the previous cycle is used to determine the location of the vortex (Nadimpalli et al., 

2021), which infuses position, structure, and intensity from the National Hurricane Center (NHC) 

storm message (Leslie and Holland, 1995; Kwon and Cheong, 2010; Zou et al., 2015; Biswas et 

al., 2018; Zhang et al., 2021). After identifying the vortex location, the initial conditions are further 

refined by assimilating a variety of observations, including those by Stepped Frequency 

Microwave Radiometer (SFMR; Uhlhorn and Nolan, 2012), airborne Doppler radar units, and 

dropsonde (Biswas et al., 2018).  

In this study, we acquired the HWRF reanalysis wind and pressure fields for Hurricane Florence 

(2018) created at the NCEP EMC that are available from 0600 UTC on September 09, 2018, 

through 1200 UTC on September 18, 2018, or 9 days. The reanalysis production involved 

retrospectively running the HWRF using the best track from NHC and assimilating the surface and 

remotely sensed products. The HWRF wind and pressure reanalysis are on a grid mesh of 

approximately 1.5 km at 1-h intervals.  

2.2.2.2 Parametric Wind Model: 

In this study, we adopted the Holland et al. (2010; referred to henceforth as H10) parametric 

pressure and wind model. H10 evolved from the original parametric model by Holland (1980, 

referred to henceforth as H80).  In comparison to other contemporary analytical models (e.g., 
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Emanuel, 2010; Emanuel and Rotunno, 2011; Chavas et al., 2015), it has the advantages of 

structural simplicity, relying on few assumptions regarding the structure of the hurricane boundary 

layer, and being widely used and tested.  For example, Holland et al. (2010) demonstrated that 

H10 outperforms Emanuel (2004) model in capturing the surface wind profile detected by aircraft 

reconnaissance. Lu et al. (2018) found that a parametric rainfall model based on H80, the 

predecessor of H10, better represents the rainfall fields for Hurricanes Isabel and Irene.   

A brief review of the structure and evolution of the Holland models is provided here. The first 

Holland model, the H80, was formulated with the assumption that wind speed is invariant with 

height in the boundary layer (or the so-called slab model; Holland, 1980) and the surface pressure 

profile is approximated by a rectangular hyperbola (Schloemer, 1954). The model relies on the 

assumption of cyclostrophic balance to estimate the wind speed close to the eye and of gradient 

wind balance to derive the wind-pressure relations further away from the center. H80 uses two 

parameters, namely a, the scale parameter, and b, the shape parameter. It requires an input center 

and environmental pressure, maximum wind speed, and the radius of maximum wind speed, 

Holland (2008) replaces the fixed b parameter with a time-variant bs that is estimated either from 

observed surface pressure and temperature when such observations are available or from pressure 

drop at the center, change in pressure, translation speed and latitude. The resulting model, referred 

to as H08, produces a wind profile directly at the surface without resorting to boundary-layer 

reduction relations (though in H80, the b parameter can be tuned to yield surface wind). 

H08 further refines the model by introducing a radially variable exponent x to replace the constant 

½ that arises from the cyclostrophic balance.  
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In the wind model of Holland (2010), herein denoted as H10, surface wind speed takes the 

following forms,      

𝑉𝑠 =  [
100𝑏𝑠∆𝑃𝑠 (

𝑟𝑣𝑚𝑠

𝑟 )
𝑏𝑠

𝜌𝑠𝑒(
𝑟𝑣𝑚

𝑟
)

𝑏𝑠
]

𝑥

                (1) 

Where ∆𝑃𝑠 is the pressure drop from a defined external pressure pns to the cyclone center Pcs,  𝜌𝑠 

is the surface air density, and e is the base of natural logarithms. The exponent b is a scaling 

parameter that defines the proportion of pressure gradient near the maximum wind radius. The 

equation can be rewritten as follows: 

𝑉𝑠 =  𝑣𝑚𝑠 {(
𝑟𝑣𝑚𝑠

𝑟
)

𝑏𝑠

𝑒
[1−(

𝑟𝑣𝑚𝑠
𝑟

)
𝑏𝑠

]
}

𝑥

           (2) 

where the subscript s refers to surface values at a nominal height of 10 m, 𝑣𝑚𝑠  denotes maximum 

wind speed (Vmax); 𝑟𝑣𝑚
 is the radius of maximum wind speed (RMW), and x is a scaling parameter 

that adjusts the profile shape. Parameter bs is related to the original b by bs = bgs
x, where gs is the 

reduction factor for gradient-to-surface winds.  

The bs parameter is estimated by following Holland (1980) using, 

𝑏𝑠 =
𝑣2

𝑚𝑠𝜌𝑚𝑠𝑒

100(𝑃𝑛𝑠 − 𝑃𝑐𝑠)
                (3) 

In the absence of surface observations of pressure and temperature, bs for a given radius range is 

expressed as a function of incremental variation in pressure along the radius, temporal change in 

central pressure, translation velocity, and latitude: 

𝑏𝑠 = −4.4𝑥10−5∆𝑃𝑠
2 + 0.01∆𝑃𝑠 + 0.03

𝜕𝑃𝑐𝑠

𝜕𝑡
− 0.014𝜑 + 0.15𝑣𝑡

𝑥 + 1.0      (4) 
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Where Δps in hPa, 
𝜕𝑃𝑐𝑠

𝜕𝑡
 is the intensity change in hPah-1; φ is the absolute value of latitude in 

degrees; and vt is the translation speed of cyclone in ms-1. 

The exponent x is related to incremental change in pressure.  

𝑥 = 0.6 (1 −
∆𝑃𝑠

215
)             (5) 

And, the maximum wind speed is determined by surface pressure depression, vapor pressure and 

the revised Holland bs parameter: 

𝑣𝑚𝑠 = (
100𝑏𝑠

𝜌𝑚𝑠𝑒
∆𝑃𝑠)

0.5

             (6) 

H10 recommends blending in a secondary wind maximum that has often been observed in major 

hurricanes (Willoughby et al., 1982; Wunsch and Didlake, 2018). However, the authors caution 

that a large perturbation may result in a change of vorticity gradient and lead to barotropic 

instability (Holland et al., 2010). In order to avoid this instability, and out of the concern of 

uncertainties associated with respect to the locations and magnitude of the maxima, we chose not 

to implement the secondary maximum; instead, we adopted the central pressure–maximum wind 

relationship in this study that was described in Holland (2008), and our implementation uses radius 

for wind speeds of 34, 50, 64 and 100kts that are provided in the NHC Best Track (i.e., HURDAT2; 

Landsea et al., 2004).  

2.2.3  Storm Surge Model 

The Delft3D Flexible Mesh, also known as Delft3D-FM, is a fully integrated software suite by 

Deltares (2014), consisting of models that simulate a variety of processes in ocean, estuarine, tidal 

and inland streams, including those related to flow, sediment transport, morphodynamics, and 



 

17 

 

water quality. Its hydrodynamic model, Delft3D-FLOW, is a finite-element model that uses an 

unstructured (triangular) grid mesh. Delft3D-FLOW allows for both 2- and 3-dimensional 

representations of flows. The 3-D, depth-resolving version solves the full incompressible, non-

hydrostatic Reynolds-Averaged Navier-Stokes (RANS) equations (Kim et al., 2016; Díaz-

Carrasco et al., 2021). The 2-D version solves the shallow-water equations. In this study, we 

implemented a 2-D version of the model for its computational efficiency, and our region of focus 

spans the Pamlico Sound and the Neuse River, where severe flooding was reported.   

Many recent storm surge modeling efforts account for the impacts of near-shore waves, which 

have been shown to play major roles in amplifying the surge (Sheng et al., 2010; Weaver and 

Slinn, 2005; Dietrich et al., 2011; Abdolali et al., 2021). During the landfall of Hurricane Katrina, 

wave setup was shown to bring more than 0.5 m of additional surge along the lower Mississippi 

River Delta (Dietrich et al., 2010; Bunya et al., 2010). Over the study domain, however, we found 

the impacts of near-shore wave often muted due to the sheltering effects of the Barrier Island. As 

a result, we opted to exclude the modeling of near-shore wave (Ye, Huang, et al., 2020). 

2.2.3.1 Model Configuration: 

Several high-quality bathymetric and topographic data for this study have been combined in 

implementing the Delft3D FM. The entire western North Atlantic Ocean was built using global 

SRTM15_PLUS bathymetry (Tozer et al., 2019), while NCEI Bathymetric Digital Elevation 

Model (30-meter resolution) data has been utilized to enhance the representation of the bathymetry 

of the barrier island and Pamlico sound (Mulligan et al., 2019). These data are merged to create 

an unstructured grid mesh that spans much of the west Atlantic – the model domain extends from 

latitude 34.0° N and longitude 78.0° W to latitude 36.5° N and longitude 72.0° W, and mesh 
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resolution ranges from 2000-m offshore to 30-m near the shoreline and up along major sounds and 

tributaries (Fig.2.1).  

The open water boundary, located in the deep ocean, was forced with tidal water level extracted 

from tidal model TPXO 9.0 (Egbert and Erofeeva, 2002), whereas the upstream river boundary, 

located at Barnwell in the vicinity of Neuse River, was forced with observed discharge time series 

from USGS. However, the initial condition was fixed at mean sea level (MSL). Space-varying 

wind forcing from HWRF and H10 models was applied to the entire model domain. The 

dependency of the drag coefficient on the wind speed was specified according to Smith and Banke 

(1975), where a linearly varying two breakpoints, at 0 m/s (i.e., Cd = 0.00063) and 100 m/s (i.e., 

Cd = 0.00723), were specified. The boundary smoothing time was fixed at 3600s for the numerical 

parameters, and the dry cell threshold was set to 0.01 m to satisfy the wetting and drying algorithm. 

Additionally, spatially varying bottom friction based on land use types, adopted from literature 

(Chow, 1959; Kaiser et al., 2011), was defined using Manning’s friction coefficients. In this study, 

the tide-generating force due to the earth’s rotation was neglected as the model domain is not large 

enough to exhibit the Coriolis effect. However, the horizontal eddy viscosity (i.e., 0.2 m2/s) and 

eddy diffusivity (i.e., 20 m2/s) were assumed to be constant for the entire domain. The default 

values of all other model parameters were used for this study. The simulation time of the storm 

event (i.e., Florence) was set from 09 September 2018 00:00:00 to 18 September 2018 00:00:00 

local time using a user-defined time step of 30 seconds with an initial time step of 1 second and a 

maximum time step of 600 seconds. However, due to the limitation of the time window in the wind 

forcing from HWRF, we used two days for the model spin-up. The model was simulated on a 

Linux cluster with 64 parallel processors, and the total clock time was around 8 hours. Finally, the 
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history output data was saved at 5 minutes intervals, whereas the map outputs were saved at 3 

hours intervals. 

2.2.3.2 Atmospheric Forcing and Boundary Conditions  

The Delft3D model requires atmospheric forcings, including surface wind, pressure, and tidal 

boundary conditions. As indicated earlier, in this study, we employ two sets of wind and pressure 

fields to drive the hydrodynamic model, one based on the H10 parametric model and the other on 

the HWRF reanalysis. We interpolate the zonal and meridional wind speeds (u and v, respectively), 

as well as surface pressure onto the Delft3D mesh using bilinear interpolation. As astronomical 

tide can be a crucial factor that contributes to coastal inundation during a storm event (Lai et al., 

2021), in this study, we use the output from TPXO 9.0 global tidal model (Egbert and Erofeeva, 

2002) as an outer boundary condition for our Delft3D model. We used only 8 main constituents 

(i.e., m2, s2, n2, k2, k1, o1, p1, and q1) out of 37 to generate the tidal water level at the deep ocean.  

2.2.3.3 Validation data sets  

The wind and pressure fields from H10 and HWRF reanalysis will be validated against surface 

observations from five networks, namely National Data Buoy Center (NDBC) by NWS, National 

Water Level Observation Network (NWLON) managed by National Ocean Service, Advanced 

Surface Observation System (ASOS) by NWS, temporary and permanent gauging stations 

operated by USGS, and the network by Weatherflow Inc. The Weatherflow network consists of 

more than 100 stations near coastal urban areas, which are specifically designed to withstand the 

conditions of a landfalling hurricane with a less than 1% failure rate in surviving and recording 

winds up to 121 knots. The locations of these stations are shown in Fig. 2.2a, and the list of data 

sources is presented in Table 2.1. 
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Table 2.1: Collected required data set 

Data Type NDBC COOPS WF ASOS USGS No. of stations 

Wind X X X X - 95 

Pressure - X - - X 100 

Water Level - - - - X 100 

We collected water level series from NDBC, NWLON and USGS stations to validate storm surge 

simulations and high-water marks (HMWs) from USGS (Fig. 2.2b). These data sets were 

remapped to NAVD 88 in order to validate the Delft3D-FM simulated water levels. It is worth 

pointing out that a more extensive set of HMWs are available along the NC coasts, but only those 

along the lower reach of the Neuse River were used for validation because the Delft3D model grid 

mesh is sufficiently fine in this region (~ 100m).  

Conventional metrics were employed for judging model performance, including percentage bias 

(PB), Pearson’s correlation (R), and root mean squared error (RMSE). These metrics are defined 

as follows: 

𝑃𝐵 =
∑ (𝑄𝑠𝑖𝑚,i−𝑄𝑜𝑏𝑠,𝑖)𝑛

𝑖=1

∑ 𝑄𝑜𝑏𝑠,𝑖
𝑛
𝑖=1

× 100                   (7) 

R =
∑ (𝑄𝑜𝑏𝑠,𝑖−𝑄̅𝑜𝑏𝑠,𝑖)(𝑄𝑠𝑖𝑚,𝑖−𝑄̅𝑠𝑖𝑚,𝑖) 𝑛

𝑖=1

√∑ (𝑄𝑜𝑏𝑠,𝑖−𝑄̅𝑜𝑏𝑠,𝑖)𝑛
𝑖=1

2
 √∑ (𝑄𝑠𝑖𝑚,𝑖−𝑄̅𝑠𝑖𝑚,𝑖)𝑛

𝑖=1
2
      (8) 

RMSE = √∑ (𝑄𝑠𝑖𝑚,𝑖−𝑄𝑜𝑏𝑠,𝑖)
2𝑛

𝑖=1

𝑛
                  (9) 

where Qobs,i and Qsim,i are observed, and simulated datasets (i.e., wind speed, barometric pressure, 

or water level), respectively, and n is the number of records in the time series.      
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Fig. 2.2: Map showing locations of validation stations; a) wind observations, large circles represent the 

radius of maximum wind for selected synoptic hours during the landfall, and b) water level observations 

during Florence. Color legends identify networks associated with each station, which include NOAA’s 

National Data Buoy Center (NDBC), Center for Operational Oceanographic Products and Services 

(COOPS), and Automated Surface Observing Systems (ASOS), United States Geological Survey stations, 
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and Weather Flow’s network. Hollow red circles on the lower panel represent locations of high-water 

marks. 

2.3 RESULTS 

 

2.3.1 Validation of Wind Speed and Pressure 

The H10 and HWRF wind fields for Florence are first examined through the radial wind profiles 

for a 48-hour window surrounding the landfall that starts from 0z 14 September. Fig. 2.3 displays 

the NHC best track over the time window with the evolution of the radius of maximum wind 

(RMW) highlighted. It is evident that RMW increased slightly through the landfall (i.e., 37 km). 

Between 12 and 18z 15 September, RMW expanded greatly (i.e., 278 km), corresponding to the 

degeneration of the storm into a tropical depression.  

Our examination will focus on the distribution of horizontal wind speed for each 6-h increment 

along the Southwest (225° azimuth) to Northeast (45° azimuth) transect (Fig. 2.3). Several authors 

(e.g., Hu et al., 2013) chose to analyze the distribution of wind speed along both southwest-

northeast and northwest-southeast transects. We focus our attention on the former as it roughly 

aligns with the direction of the Carolina coastline; in particular, the wind intensity in the northeast 

quadrant (NEQ), which was directed towards the shore during the landfall, most likely had 

disproportionate impacts on the magnitude of storm surge. Fig. 2.4 displays the wind profiles from 

HWRF and H10 for each 6-h increment within the 48-h window. Superimposed in each panel are 

surface wind speed observations at stations that fall in the northeast and southwest (SWQ) 

quadrants (i.e., the quadrants that intersect with the transect).  Prominent observations are 

summarized and briefly discussed below.  
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Prior to landfall, the wind speeds from both models exhibit symmetry with comparable Vmax in 

the NEQ and SWQ (Figs. 2.4a and b). The maximum wind speeds represented by H10 and HWRF  

 

Fig. 2.3: Map showing stations for which the time series of wind speeds are used to validate the H10 and 

HWRF wind products. As in Fig. 2.2, circles represent the radius of maximum wind for selected synoptic 

hours during the landfall.  The location of New Bern is highlighted in purple, and each star on the track of 

Florence represents 6-hr increments. The southwest to northeast transect is shown as a dotted line, and the 

plots for this direction are shown in Fig.2.4. 

are close – though HWRF appears to produce slightly higher Vmax values than those supplied by 

the best track at 0z (Fig. 2.4a). In addition, the H10 wind profile declines at a faster rate with radial 

distance. At both 0 and 6z on 14 September (Figs. 2.4a and b), HWRF wind speed shows close 

agreement with surface observations for the NEQ, whereas the opposite is true for the SWQ (Figs. 

2.4a and b). These suggest that the HWRF performs reasonably well in reproducing the easterly 
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wind that blew towards the land but somehow exaggerated the land-bound westerly. By contrast, 

H10 underestimates the wind speed in NEQ and this bias is more pronounced further away from 

the storm's center.  

On 06z September 14 (Fig. 2.4b), a secondary maximum emerges in the NEQ at about 120km 

from the center. Right at landfall (12z on 14 September), HWRF wind maxima in both quadrants 

broadly exceed the Vmax from NHC best track. In the NEQ, HWRF wind profile is in close 

agreement with observations at a further distance (> 120 km) from the center of the storm, whereas 

it is mostly above observations in the SWQ, echoing the observations in the preceding time step. 

H10 underestimates the wind in both quadrants compared to observations.  

Florence made landfall on 12z September 14 (Fig. 2.4c). Perhaps the most notable feature during 

this time is that HWRF grossly overestimated the Vmax over both quadrants (i.e., NEQ and SWQ). 

The HWRF Vmax values over the two quadrants at this hour approach 80 knots, whereas the NHC 

estimates are about 60 knots. Again, further away from the storm's center, the HWRF wind profile 

appears to be accurate in the NEQ but is biased high in the SWQ. By contrast, the H10 wind 

remains negatively biased across the transect.   

After landfall, HWRF wind speed weakens rapidly over NEQ, with Vmax declining from 75 to 

less than 40 knots between 12z and 18z on 14 September. Meanwhile, HWRF-based Vmax for the 

SWQ shows a relatively minor reduction (from 80 to 65 knots), and closely follows the 

observations. This results in a sharp asymmetry in the HWRF wind profile. At 18z on 14 

September, HWRF wind speed generally agrees with the observations along the transect. Whereas 

H10 wind speed shows clear, negative bias outside the RMW that tends to be increasingly severer 

at a further distance to the center of the storm (i.e., > 200 km). 
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Fig. 2.4: Validation of radial wind profiles along the azimuth angles of 45° (northeast) and 225° 

(southwest) produced by HWRF and H10 against surface observations (i.e., black dots) over the time 

window surrounding the landfall of Florence (from 0z on 14 September to 18z on 15 September). Left to 

the right represents the southwest to northeast direction, as shown in Fig.2.3 as a dotted line. Note the 

surface observations are sampled from stations with the quadrants in which each radial direction is 
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embedded. Here the purple circles represent Vmax of best track data, and the green circle represents wind 

speed at New Bern. 

The relative performance of H10 and HWRF for three subsequent snapshots (0, 6, and 12z on 

September 15) broadly resembles that at 18z on September 14, except that the HWRF profile 

appears to be mostly below the observed in both quadrants (Figs. 2.4e, f and g). H10 wind speed 

appears more consistent with observations within the RMW, but it declines sharply to near zero 

after 100km, leading to a conspicuous underrepresentation of wind speed beyond RMW. This 

decline can be partially attributed to the lack of representation of background wind in the H10 

model. Between 12 and 18z on September 15, RMW expanded abruptly as a result of dissipating 

storm intensity. On 18z, H10 wind speed is broadly higher than the observations across the entire 

transect, and it exhibits a curious slow rate of decline with radius. By contrast, HWRF wind speed 

more closely matches the observations for this hour, though it appears to be consistently lower 

than the latter across distance.  

We compare the surface pressure profiles from the two models to diagnose factors underlying the 

differential accuracy of wind profiles as represented by HWRF and H10. Figs.2.5a-h show the 

pressure profile along the NW-SE transect for the same time instants used in the wind analysis 

shown in Fig.2.4. Broadly speaking, HWRF surface pressure matches closely with the 

observations throughout the 48-h window. By contrast, H10 pressure tends to be biased low further 

away from the pressure center, presumably because its specification of ambient pressure is much 

lower than the observed. In addition, H10 produces a conspicuously lower central pressure at the 

center relative to HWRF from 6z to 12z on 15 September. As H10 uses the center pressure from 

the best track directly, it is clear that HWRF was unable to resolve the pressure drop fully. Another 

notable observation is that the HWRF pressure profile at the last instant (18z on 15 September) is 

consistently higher than the observations (Fig. 2.5h). This feature corresponds to, and is most likely 
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causatively related to, the systematically lower wind speed simulated by HWRF shown in Fig. 

2.4h.  
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Fig. 2.5: As in Fig. 2.4, except for profiles of surface pressure. 
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It appears that Florence’s intensity declined at a somewhat slower rate on the 15th than what was 

predicted by HWRF.  The performance statistics are presented in tabular form in the appendix. To 

further assess the accuracy of the two sets of wind fields from the two models as the storm 

progressed, we compare the two wind speed time series against in situ observations at 6 stations 

close to the track (Fig. 2.3). Among these stations, B002 and B024 are offshore NDBC stations: 

B002 is further away from the shore whereas B024 is located near shore and close to the track. 

XFED and XOCR are Weatherflow stations situated along the shore, and the former is located at 

the site of landfall. KNKT and KNCA are ASOS stations in Cherry Point and Jacksonville, NC, 

respectively, and both stations are 10-15km inland. Note that KNKT is situated near the Neuse 

River downstream of New Bern, where severe flooding was reported. The time series are shown 

in Figs. 2.6a-f. The validation statistics are presented in Table 2.2. 

Table 2.2: Validation statistics of hourly wind speed at selected NDBC, WF, and ASOS stations 

Source Station ID 

RMSE (knot) 

Correlation 

Coefficient (R) 

% Bias 

HWRF H10 HWRF H10 HWRF H10 

NDBC 

B002 4.45 10.26 0.97 0.73 -15 -25 

B024 8.11 7.83 0.93 0.93 -25 -22 

WF 

XFED 9.93 10.41 0.83 0.71 -18 -13 

XOCR 4.0 16.48 0.98 0.28 -10 -25 

ASOS 

KNCA 7.83 14.36 0.89 0.57 -19 -7 

KNKT 7.91 10.13 0.84 0.81 47 68 
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Fig. 2.6: Validation of wind speed time series produced by H10 and HWRF model. Shown in the first, 

second, and third rows are time series at two NDBC buoy stations offshore (a and b), two Weather Flow 

(WF) stations located on land along the coast, and two ASOS stations situated further inland. 

For B002, the most striking feature is that  H10 produces a sizable secondary peak on 18z of 15 

September 15 that is not observed by the majority of the stations (Fig. 2.6a). This is apparently a 
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result of H10's inability to accurately represent the wind structure during and after the decay of the 

storm into a depression. As shown in Fig. 2.4h, when the storm reduces to a depression, wind 

speed produced by H10 declines at a much slower rate with radius than in previous hours, and this 

results in a sharp, artificial expansion of the region with high wind speed that translates to a 

secondary wind peak over the periphery of the storm. By contrast, HWRF wind closely tracks the 

observed time series, though it exhibits a persistent negative bias that is the most pronounced 

around the peak time. At B024, the station near the track, this secondary peak is absent in the time 

series of H10 wind speed, and H10 underrepresents the peak wind speed (Fig. 2.6b). HWRF 

accurately reproduced the peak, but it exhibited a negative bias during both the rising and falling 

limbs of the series.  

Over the two Weatherflow stations (XFED and XOCR, Figs. 2.6c and d), the bogus secondary 

maximum is again evident in the H10 wind series. In addition, at both sites, H10 tends to 

underrepresent the maximum wind speed during landfall. HWRF outperforms H10 at both sites, 

though there is a slight negative bias at XOCR (Fig. 2.6d).  For the two ASOS stations in the north 

(KNCA and KNKT; Figs. 2.6e and f), H10 conspicuously overrepresents the peak wind speed at 

KNCA, whereas at KNKT, it accurately captures the peak. Once again, at both sites, the bogus 

secondary peak is present, and the outperformance of HWRF is evident.  

Fig. 2.7 shows the correlation coefficients of H10 and HWRF wind fields against surface 

observations for each individual station. Note that the HWRF reanalysis was on a 6-h resolution 

and was first interpolated into hourly intervals prior to computing the correlation. For H10, the 

correlation contrasts sharply between stations situated to the north and south of the tracks. For the 

stations in the north, the correlation is broadly poorer (<0.4), with only a few stations close to the 

track exhibiting values higher than 0.5. By comparison, a cluster of stations to the south of the 
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track exhibit good correlation – almost all of these stations are located in the vicinity of the track. 

Further away to the south, the correlation declines sharply. For HWRF, the correlation is generally 

good for a majority of stations, though it tends to be relatively low for a cluster of stations further 

north along the Chesapeake Bay.  

The bias in the peak wind speed, as represented by the two wind data sets at each station, is shown 

in Fig. 2.8. On both sides of the track, the peak wind speed from H10 is positively biased for a 

majority of stations further away from the track; whereas close to the track, it is negatively biased 

or neutral for a slight majority of stations. The negative bias near the track is attributable to the 

fast decline in the H10 wind speed away from the center, which makes it unable to reproduce the 

peak wind speed at the stations at a moderate distance from the track. By contrast, the positive bias 

for the far-away stations is related to the artificial increase in wind speeds, as featured in H10 after 

the storm reduced to a depression. To elaborate, the observed peak wind speeds during Florence’s 

landfall were weak at these stations, so were the coincidental wind speeds from H10. For H10, the  
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Fig. 2.7: Spatial distribution of correlation between model (H10 or HWRF) and observed wind speed 

series at the locations of surface stations for H10 (a), and HWRF (b).   The track of Florence is 

superimposed. 
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Fig. 2.8: As in Fig. 2.7 expect for percentage peak bias. 

peak wind speeds actually arrived later in the series during the depression phase of the storms, and 

these values were broadly higher than the observed, leading to the positive bias.  

The bias in the HWRF peak wind also varies widely among stations. Relative to H10, the HWRF 

product is nearly bias-neutral for a significant number of stations to the north of the track. For the 

remaining stations, the bias is mixed: there are a few stations along the NC coast where the bias is 

clearly positive. To the south of the track, the bias becomes overall negative further away from the 

track.  

2.3.2  Comparison of Simulated Water Level and Inundation Extent 

The Delft3D storm surge simulations using wind and pressure fields from H10 and HWRF 

reanalysis are first validated against in situ observations. Two validation stations located to the 

north of the track are selected for this purpose (Fig. 2.9). The first one is a COOPS station (ID 

8658163) situated offshore of Wrightsville Beach, NC (Table 2.3), and the second is a temporary 

USGS gauge placed in the Neuse River near New Bern (Table 2.4). Note that there are several 

other COOPS stations with water level records during the event, but these are not used as their 

locations are either too far away from the storm center or over areas shielded from storm surges.  

Figs. 2.10 and 2.11 show the comparisons of simulated vs. observed water level time series at two 

stations, with the summary statistics shown in Tables 2.3 and 2.4. For reference, the wind time 

series are shown alongside the water level series in each plot. At the Wrightsville Beach station, 

as indicated earlier, the HWRF wind series features two sharp drop-offs that are not consistent 

with the observations (Fig. 2.10a).  Florence produced a small surge around 18UTC on the 14th, 

with the maximum water level reaching 2m (Fig. 2.10b). Delft3D simulation driven by HWRF 
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yields a surge on the same day but 12 hours earlier, and the maximum water level in the subsequent 

tidal cycle declined.  

 

Fig. 2.9: Map showing locations of wind and water level validation stations for the time series analysis; 

the circles represent the radius at maximum wind speed; black dot represents COOPS (i.e., 8658163), and 

USGS (i.e., 02092576) stations. Superimposed are the track of Florence and radius of maximum wind at 

0z of 14, 15 and 16 of September. 

to normal level (~ 1m). By contrast, using H10 as the forcing results in a slightly more accurate 

water level series on the 14th than that produced by HWRF: the simulated surge level near 6 UTC 

remains positively biased but is slightly lower than that by HWRF, and the peak surge level near 

18 UTC is much closer to the observed. Another noticeable difference is that using H10 leads to 

depressed ebb levels throughout the time window, whereas HWRF-driven simulation largely 
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resolves the tidal cycles. The inability of the HWRF-driven simulation to reproduce the peak water 

level, as we surmise, is a consequence of the fast decline in HWRF wind on the 14th, which was 

associated with the passage of the eye (Fig. 2.9).  

Table 2.3: Validation statistics of hourly wind speed and water level at COOPS Stations 

Stations 
 Metrics Wind Speed  Water Level 

 HWRF H10 HWRF H10 

8658163 

RMSE   6.29 (knot)  8.65 (knot) 0.46 (m) 0.63 (m) 

R 0.90 0.84 0.76 0.80 

Pbias -14 -4 -22 -62 

At the USGS station near New Bern, the contrasts between H10 and HWRF wind series are stark, 

broadly echoing that shown earlier in Fig. 2.6. H10 produces an earlier rise in wind speed, 

overpredicts the peak wind, and features a sharp drop-off to 15 September. As shown earlier in 

Fig. 2.6, the H10 wind series features a bogus secondary peak on the 15th that is related to the rapid 

expansion in the RMV during the weakening of Florence to a depression.  On the other hand, the 

HWRF wind series closely track the observations, though it features a secondary peak about 12 

hours following the primary one. The simulated water level series driven by H10 lags slightly 

behind that of the observed, and, somewhat paradoxically, the peak level is visibly lower than the 

observed despite the higher wind speeds during the landfall over the location, as featured by H10. 

By comparison, those forced by HWRF are closely correlated with the observations, and the peak 

surge is nearly perfectly captured by the model. In addition, in the H10-driven simulations, the 

bogus secondary wind peak on 15 September translates to a distinctive bogus spike in water level.  
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Fig. 2.10: Wind and water level times series at COOPS station 8658163 (Wrightsville Beach, NC) that is 

located close to the track:  a) surface wind speed from H10, HWRF and surface station, and b) water 

levels produced by Delft-3D simulations driven by H10 and HWRF along with the observations.  
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Table 2.4: Validation statistics of hourly wind speed and water level at USGS station located near New 

Bern 

 Metrics Wind Speed  Water Level 

 HWRF H10 HWRF H10 

RMSE  4.20 (knot) 13.72 (knot) 0.21 (m) 0.40 (m) 

R 0.89 0.79 0.96 0.90 

Pbias 8 79 -6 -25 

The summary validation statistics, including bias, correlation, and RMSE, all point to the broad 

outperformance of HWRF wind fields over both locations, but the impacts on water level vary 

(Tables 2.3 and 2.4). For the Wrightsville Beach station, H10 performs better in terms of 

correlation but worse, as indicated by RMSE (Table 2.3). This difference reflects the lower ebb 

levels seen in Fig. 2.10.  For the New Bern station, HWRF-related wind and water series 

outperform by a wide margin (Table 2.4).  
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Fig. 2.11: As in Fig. 10, except at the USGS station near New Bern (USGS 02092576) that is located in 

the Neuse River at around 95 km from the shoreline. 
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Fig. 2.12 compares the maps of maximum inundation extents computed from the H10 and HWRF-

driven simulations, and Fig. 2.13 shows the difference field. Broadly speaking, H10 produces 

higher surge inland and upstream of the Neuse and Pamlico Rivers, and along the NC coast 

extending from Wilmington (near the landfall) to Morehead City. HWRF, by contrast, produces a 

higher surge over an area stretching from the coast of Pamlico Sound to the lower reaches of the 

two major rivers. This contrast is clearly a product of the differing radial wind profiles as 

represented by the two models demonstrated earlier (see Fig. 2.4). Prior to and during landfall, 

H10 underestimates wind speed away from the storm center (> 100km), and this reduces the 

momentum for propelling the storm surge over the Northern portion of the domain. On the other 

hand, after landfall, H10 produces artificially high wind speed at closer range, apparently an 

indication that its current structural framework cannot realistically account for the reduction in 

wind speeds due to increased friction on land. H10’s artificially high peak wind speeds close to 

the eye naturally translate into higher storm surges near the track and upstream of the estuaries.  
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Fig. 2.12: Maps showing maximum flood extent, generated from 3-hourly output water level of Sep. 13 

and 14, driven by wind and pressure fields produced by a) H10, and b) HWRF. (c) shows difference of 

simulated maximum water level (m) by Delft-3D forced by wind and pressure fields of HWRF and H10.  

The maximum water level is computed for each cell from 3-hourly series over 13-14 September 

(surrounding the landfall).  Positive/negative values indicate higher maximum surge produced using 

HWRF/H10 product.  
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Fig. 2. 13 shows the validation of the simulated maximum surge produced by Delft3D-FM driven 

by H10-, and HWRF-driven against HWMs collected upstream and downstream of Neuse River 

and Pamlico Sounds (see Fig. 2.2 for locations). A total of 32 HWM stations were selected from 

more than 100 observations. The selection was based on the station's proximity to the Neuse River, 

especially the city of New Bern, as our model mesh was refined to focus on this region only. We 

also excluded some unrealistic HWMs based on the bed elevation of the locations. The simulated 

maximum water level was calculated for each location from the bed level to reasonably compare 

the observed HWMs and the simulated. From the figure, it is noticeable that both simulations are 

closely correlated with observations, but that driven by HWRF features lower RMSE and higher 

correlation. Regarding bias, the HWRF-driven maximum surges show a slightly positive overall 

bias, whereas those based on H10 are negatively biased. These results are consistent with the 

observations made in comparing the time series at New Bern (Fig. 2.11). They suggest that the 

HWRF reanalysis is likely a superior source forcing for the surge simulations, at least along the 

Neuse River and over the adjacent offshore locations. 
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Fig. 2.13: Scatter plots of simulated maximum inundation depths vs. HWM observations along the Neuse 

River; (a) Maximum surge with H10, and (b) Maximum surge with HWRF. 

2.4 DISCUSSIONS 

Accurate meteorological forcing is crucial in analyzing and predicting coastal flooding caused by 

storm surges. For decades, parametric wind fields have been a major source of forcing input for 

storm surge prediction and analysis. Thus far, very few studies have touched upon the relative 

strengths of wind fields derived from parametric models vs. those based on the NWP model or the 

impacts of differential accuracy of wind fields on the fidelity of storm surge simulations. The 

present study addresses this gap by offering a detailed assessment of Hurricane Florence wind 

fields as represented by a parametric model (H10) and the HWRF reanalysis, and the storm surge 

simulations driven by the respective data set.  

The comparisons underscore several fundamental shortcomings of the H10 model. These include 

its overly sharp decline with distance, its tendency to overpredict wind speeds on land, and its 

overall inability to resolve wind fields after the storm weakened into a depression. These 

shortcomings are apparent reflections of the structural limitations of the H10 model and the 

premises on which the model was formulated. Note that H10 improves upon the original H80 in 

major respects, such as relating pressure drops directly to wind at the surface rather than at the 

gradient level, relaxation of the cyclostrophic balance assumption for the inner core, and the use 

of new regression relations and parameter bs. Nonetheless, it is evident that these improvements 

are inadequate for the model to reproduce the wind fields over the periphery of the storm or to 

capture the complex, rapid evolution of the vortex structure after landfall.  Earlier studies, notably 

Hu et al. (2012), found positive bias in H80 wind fields and attempted to remedy this bias by 

incorporating canopy-based adjustment factors. Apparently, this bias remains an issue in H10 wind 

fields at least during the landfall of Florence, despite the aforementioned enhancements. Note that 
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the bias is not entirely a result of structural inadequacy of H10:  our analysis reveals suspiciously 

high Vmax in the best track data on which the model relies on to derive radial profile, and this can 

be a major contributor to the positive bias. In addition, H10’s lack of representation of realistic 

ambient pressure, and more precisely, its inability to reproduce the sharp transition in a 

temperature gradient, may have played an essential role in rendering the negative bias in the farther 

range. Further, gradient wind or cyclostrophic assumptions may become increasingly poor 

approximations of the wind-pressure relationship as the storm weakens after landfall. Kepert 

(2001), for example, postulated the existence of a jet-like feature in the boundary layer of tropical 

storms, which later was verified by empirical observations (Hirth et al., 2012).  Moreover, in situ 

observations hint the presence of a secondary wind maximum at a farther range of Florence during 

and after landfall.  Unfortunately, though H10 offers a mechanism for explicitly representing the 

secondary maximum, the implementation of this scheme is deemed impractical as it requires 

observational data to identify and define the secondary maximum - such data are hardly available 

a priori. How to leverage remotely sensed products such as brightness temperature from satellite 

imagers or sounders for this purpose will be a topic of future research.  

While our analyses confirm the realism of HWRF wind and pressure reanalysis, these also uncover 

a few shortcomings of the product. Perhaps the most glaring is the sharp progression of the bias 

through landfall.  Prior to, and even during the landfall, the radial profile of HWRF reanalysis 

exhibits a slightly positive bias over both NEQ and SWQ.  After landfall, however, the bias became 

progressively negative. It should be noted that the bias calculations were not exactly rigorous in 

that the in-situ stations used for the comparisons over each quadrant are not situated precisely 

along the azimuth angle for which the HWRF wind profile was drawn. This caveat aside, this 

transition in bias after landfall is conspicuous enough to warrant close attention - it may well be 
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reflective of potential mechanistic deficiencies in HWRF that inhibit its ability to resolve the 

dissipation phase of the Hurricane accurately. Possible mechanisms include inadequate 

representations of land surface conditions, over-smoothing of the wind profile of the 2-D vortex 

in creating the bogus vortex that results in discrepancies between model-simulated and observed 

maximum wind speed, and the lack of assimilation of surface observations after landfall.  In 

particular, high soil moisture and inundation due to heavy rain are known to help sustain the 

intensity of tropical storms after landfall through the so-called “brown ocean effects” (Nair et al., 

2019; Yoo et al., 2020).  Florence produced torrential rain during its landfall, which may have 

helped slow down the storm's dissipation.  The degree to which HWRF’s coupling scheme resolves 

the interplay between the land surface and atmosphere is a topic that requires additional scrutiny.  

The mixed results from the comparisons of Delft3D simulated storm water levels driven by the 

two sets of wind products are, in fact, illuminating. Using the H10 wind and pressure fields as 

input leads to higher storm surges in regions near the track, consistent with the observation that 

H10 tends to feature higher wind intensity close to the center of the storm.  On the other hand, the 

H10-driven model simulation underpredicts the surge at New Bern even though the H10 features 

a higher peak wind speed locally. This seeming contradiction points to the fact that the magnitude 

of storm surge is not determined exclusively, or even strongly, by local wind speed and direction 

but by a complex aggregate of wind/pressure offshore as well as over land, geometries of coastline 

and estuaries, and the interplays between these factors. Comparisons of maximum surge level 

between H10 and HWRF clearly illustrate that the latter is able to induce higher surge over much 

of the lower Pamlico Sound stretching from the Barrier Island to New Bern, apparently a reflection 

of the ability of HWRF to resolve wind fields over further distance prior to the landfall. These 
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findings collectively underscore the challenges in quantifying errors in storm surge simulations 

that arise from errors in simulated wind fields.  

2.5 CONCLUSIONS 

The wind validation was performed using data from 95 observing stations from both public and 

private sources. These include National Ocean Service (NOS) stations deployed nearshore, United 

States Geological Survey (USGS) temporary sensors along major rivers, Advanced Surface 

Observation System (ASOS) stations in airports, and sensors operated by Weather Flow Inc along 

the coast. In this study, a hydrodynamic model Delft3D was configured to simulate storm surges 

along the southeast using the Holland (2010), known as H10, and the Hurricane Weather Research 

and Forecasting (HWRF) wind/pressure fields. In order to minimize the complicating effects of 

model calibration, the model incorporates simple, spatially uniform roughness coefficients which 

underwent only light calibration.  Key findings are summarized as follows: 

1. The HWRF model captures the wind and pressure fields more accurately compared to the H10 

model before the landfall of Hurricane Florence (2018). The latter features lower wind speeds 

away from the storm center, possibly an outcome of lacking representation of ambient wind.  

2. During the landfall, H10 performs slightly better for stations within 100 km of the storm center, 

whereas HWRF tends to overpredict the peak wind. Yet, H10 wind speed drops sharply further 

away from the storm center, resulting in significant negative biases at those validation stations.  

3. After landfall, Florence’s strength declines rapidly. H10 is unable to reproduce the decline over 

the inner range (close to the storm center), resulting in large positive biases across stations. 

Over the outer range, however, H10’s rapid drop-off in wind speed leads to broad negative 
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biases. Note that the positive bias near the storm center is partly a result of overly high 

maximum wind speed (Vmax) values in the best track data.  

4. HWRF more accurately depicts the evolution of Florence's wind fields in time after landfall. 

Yet, it produces overly suppressed wind speeds across the southwest-northeast transect, and 

this suppression is particularly pronounced on the 15th.  

5. After the weakening of Florence into a depression, the Radius of Maximum Wind Speed 

(RMV) expands drastically, and H10 is unable to produce realistic wind fields.  

6. Storm surge simulations driven by HWRF and H10 yield mixed outcomes. HWRF-driven 

simulation accurately reproduces the surge near New Bern, NC, whereas H10-driven 

simulation features a slightly lower and delayed peak. In an offshore station near the storm 

track, using H10 as forcing leads to a slightly better depiction of the magnitude and timing of 

the surge.  

7. Inundation depth produced by HWRF-driven simulation is conspicuously higher than that from 

the H10-forced simulation over the downstream portions of the Neuse and Pamlico Rivers. By 

contrast, it is broadly lower offshore, along the upper reaches of the two rivers, and over areas 

close to the track.   

In broad terms, the study illustrates the strength of the HWRF model in reproducing the radial 

wind profile of Hurricane Florence, depicting the evolution of the wind fields during and after the 

landfall, and capturing the spatial patterns of wind during the weakening phase of the storm on the 

15th. When compared against HWRF, the shortcomings of the H10 model are evident. These 

include its overly sharp decline with distance, its tendency to overpredict wind speeds on land, and 

its overall inability to resolve wind fields after the storm weakened into a depression. These 

shortcomings are apparent reflections of the structural limitations of the H10 model and the 
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premises on which the model was formulated. It is clear that improvements in the structure and 

parameter estimation scheme introduced in H10, including the relaxation of the cyclostrophic 

balance assumption for the inner core, and the use of new regression relations and parameter bs, 

are inadequate for the model to reproduce the wind profile on land.    

Hu et al. (2012) noted a similar positive bias of the H80 wind field on land and attempted to remedy 

this bias by incorporating canopy-based adjustment factors. However, it is worth drawing the 

distinctions between H10 and H80, as the latter explicitly relies on the cyclostrophic balance and 

has a rather imprecise definition of elevation associated with its wind profile whereas the former 

does not. One major contributor to H10’s positive bias in the inner range is the suspiciously high 

Vmax in the best track data on which the model relies on to derive radial profile. While in situ data 

used in this study was insufficiently dense near the RMV to directly appraise the validity of the 

Vmax, they point to a distinct possibility that the Vmax is biased high in the later part of the 

window. In addition, H10’s lack of representation of realistic ambient pressure may have played 

an important role – it leads to an artificially suppressed pressure gradient which translates into 

lower wind speed. Further, the H10 wind profile structure is perhaps broadly unsuitable for 

modeling the wind field of tropical storms after landfall as these are strongly modulated by 

interactions of the storm with terrain features. It is worth pointing out that in situ observations hint 

the presence of a secondary wind maximum at a farther range of Florence during and after landfall. 

H10 does offer a mechanism for representing this maximum, but it was not implemented due to a 

lack of a priori information to establish the magnitude and location of this maximum, and the 

concern of barotropic instability.  

Similar to many studies conducted earlier on retrospective analysis of storm surges, our 

investigation was constrained by data availability and computational demand.  Owing to a shortage 
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of in-situ observation and the focus on a single storm, we were unable to perform detailed, spatially 

distributed validation of storm surge simulations along the Pamlico sound and adjacent land or 

assess the ability of model calibration to compensate for errors in forcings. As a result, a number 

of questions concerning the fidelity of the two sets of surge simulations remain unanswered. In 

addition, some of the mechanisms that impact the surge were omitted for computational 

tractability. In this study, the impacts of wave setup were assumed negligible owing to the 

consideration of the unique geography of the study region, where such impacts were likely subdued 

due to the presence of the Barrier Islands. Extending the comparisons to cover additional 

landfalling tropical storms and surge cases over different geographic domains will offer further 

insights into the differential strengths of H10 and HWRF, their structural underpinnings, and 

manifestations of mechanistic deficiencies in wind fields in surge simulations and predictions. In 

particular, it is of great interest to assess the effects of errors in the parametric wind models 

associated with the lack of explicit representation of the ambient wind fields on surge in situations 

where wave setup likely plays a prominent role through coupled wave-surge simulations and to 

investigate potential mechanisms for alleviating such effects, e.g., the inclusion of additional 

velocity-range pairs and superposition of parametric wind fields on ambient winds from numerical 

weather model simulations.  
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Chapter 3 Land Surface Controls the Intensity and Locations of Compound 
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ABSTRACT 

As the intensity and frequency of landfalling tropical storms are likely on the rise in a warming 

climate, coastal communities are increasingly being exposed to flooding caused by storm surges 

compounded by heavy rainfall.  Land surface attributes influence the intensity of compound 

flooding in coastal areas. This work reconstructs and examines the compound flooding processes 

during Hurricane Florence in 2018. A prominent feature of this event is that the storm penetrated 

more than 60 km inland through the Neuse River in North Carolina, causing more than a 3-m surge 

upstream outside the coastal zone. This surge most likely has magnified the fluvial flood peak that 

arrived subsequently by producing the backwater effects. The focus of the investigation is on the 

impacts of vegetation on the intensity of compound effects. To this end, an integrated ocean-

riverine hydrodynamic model is developed using the Delft3D-FM suite, and the model ingests 

inflow from National Water Model 2.1 reanalysis.  The model undergoes calibration to accurately 

capture the peak surge up to the surge-dominated and fluvial zones. Then the calibrated model is 

used for performing sensitivity runs to appraise the impacts of land surface control. The presence 

of marshland significantly impacts the compound zone, and the compound area was reduced by 

35 % for the highest intensity of salt marsh. 

 

Keywords: Delft3D-FM, Florence, compound flooding, storm surge, geomorphic control 
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3.1 INTRODUCTION 

Coastal communities are increasingly being exposed to flooding caused by storm surges 

compounded by heavy rainfall because of the increasing trend in intensity and frequency of 

landfalling tropical storms due to climate change (Milly et al., 2002; Moftakhari et al., 2015; 

Bevacqua et al., 2019). Besides, the number of people migrating to the bay areas has been 

increasing in recent years. Presently, about 60% of the world’s population lives within 60 km of 

the coastline, and the number is expected to rise to 75% within a few decades (Rao et al., 2008). 

By contrast, the number of severe storms with higher magnitudes is expected to increase in the 

foreseeable future - as a consequence of a moderate increase in greenhouse gases, the frequency 

of category 4 and 5 hurricanes in the Atlantic Basins will be increased by 45-87% by the end of 

21st century (Knutson et al., 2013).  

Currently, coastal flooding has become one of the main natural disasters, occurring more 

frequently than ever before. It poses economic damages and losses of lives, as demonstrated by 

recent tropical cyclones, such as Katrina, Ike, Irene, Sandy, Harvey, Irma, Maria, and Florence 

along the U.S. coasts and other parts of the world (Jonkman, 2005; Chang et al., 2009; Adelekan, 

2011). Because of the combined effect of rainfall and storm surge from storm activity, an average 

economic loss caused by coastal flooding in 2005 was estimated to be approximately $6 billion 

annually in the biggest coastal cities in the world. Because flood exposure is increasing in coastal 

cities owing to growing populations and assets, the changing climate, and subsidence (Hallegatte 

et al., 2013). Seawaters rise above the local astronomical tide level during a storm surge due to 

winds and low-pressure systems, where the wind is usually the primary source and atmospheric 

pressure the secondary (Jordi et al., 2019). Therefore, a storm surge results in coastal flooding.  
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Furthermore, flooding in the coastal areas can emerge either from ocean surges, high river 

discharges, and extreme rainfalls in the upstream watersheds or a combination of all these flood 

drivers (Zheng et al., 2013; Wahl et al., 2015; Bilskie and Hagen, 2018). Most of the time, damages 

from the combined hazards during compound flooding are more severe than that of individual 

sources (Zscheischler et al., 2018). For instance, Florence in 2018 caused major flooding in the 

vicinity of the Neuse River, especially at New Bern, because of the combined effect of heavy 

precipitation (i.e., 900 mm) and high surge (i.e., 3 m) from the Atlantic Ocean (Ye, Huang, et al., 

2020). Additionally, compound flooding can result from tropical and extratropical cyclones (Cho 

et al., 2012; Li et al., 2006; Valle-Levinson et al., 2020). In addition, the intensity of compound 

flooding in the coastal areas is influenced by attributes of the land surface, such as the presence of 

salt marsh may control the intensity of compound flooding. 

However, the definition of the compound zone is still debatable. We need an appropriate method 

to define the interaction among all processes to identify the compound zone. Ye, Huang, et al., 

2020 have recently introduced a dominance map to identify compound zones using an arbitrary 

compound ratio of 20% and 80%. They calculate the metric based on the departure of the water 

level from the initial state. The water surface elevation for the ocean (i.e., where depth > 0) and 

water depth for land (i.e., where depth <0) are used to calculate the disturbances. Using two 

different metrics, such as elevation and depth metrics, simultaneously to calculate disturbances 

introduces errors at the boundaries between land and ocean. Besides, the metric did not consider 

the time of the peak water level as it is the major contributing factor to determining the compound 

zones. We know the ocean is tide and surge-dominated, and high-elevation watersheds are rainfall-

dominated. Therefore, judging the areas with shallow depths using the same metric used for the 

ocean is often misleading and may introduce false compound zones. Thus, this study presents a 
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time- and storm-independent alternative metric based on the peak depth for all regions within the 

model domain and specifies a threshold value considering the time of the peak water levels from 

both ocean and riverine processes.  

Hence, the present study is motivated by the need to define the alternative metric to identify the 

regions with consistently significant compounding effects across storms (i.e., Florence) and assess 

the impacts of land surface controls in determining the maximum impact caused by storm surges. 

The specific objectives of the present study are threefold. The first is to calibrate the hydrodynamic 

model extensively to capture the observed water levels at multiple upstream stations using the 

predefined most accurate wind forcing (i.e., HWRF). The second is to define an alternative metric 

to identify the regions with consistently large compounding effects based on the alternative metric. 

The third is to assess the impacts of land surface control on the intensity and location of compound 

flooding. 

The remainder of this article is organized as follows. Section 2 provides descriptions of the material 

and methods, including but not limited to selecting appropriate wind forcing (i.e., HWRF) for the 

hydrodynamic model (i.e., Delft3D-FM), initial model parameters and inputs generation, criteria 

to define compound flooding, and validation matrices. The objectives of this study are discussed 

in Section 3 (i.e., Results), where the regions with consistently large compound flooding are 

identified based on an alternative metric that defines compound flooding. The impact of land 

surface controls on the intensity and locations of compound flooding is also discussed. Section 4 

discusses the findings of the study in detail concerning the objectives, and Section 5 summarizes 

the findings and offers recommendations for future works.  



 

58 

 

3.2 MATERIALS AND METHODS 

3.2.1  Study Area 

The study area is located in North Carolina, along the Neuse River, especially at New Bern and 

upstream of it. A study area map is shown in Fig.3.1. We selected this location because a powerful 

Hurricane Florence caused catastrophic damage in the Carolinas in September 2018, primarily 

because of freshwater flooding due to torrential rain, causing a total fatality of 53. The total 

estimated damage was $24.23 billion (USD), which is why this area is very important for studying 

the risk of flooding. Hurricane Florence was chosen for the study as it is one of the costliest (i.e., 

12th) hurricanes that hit the mid-Atlantic region in recent history, and it produced a storm surge 

that penetrated far upstream (>50 km). Wind speed may have intensified flooding along the Neuse 

River and major sounds. Hurricane Florence made its first landfall south of Wrightsville Beach, 

NC, on 14 September while retaining Category 1 strength, even though wind speed was mainly 

below 70 mph while approaching the coast of Carolinas.  
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Fig. 3.1: Map showing the location of the study area; (a) Delft3D-FM model domain within U.S.A. 

boundary and North Atlantic Ocean, (b) a blow-up of the region that is the focus of the analysis on storm 
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surge. Superimposed are the 2D topology and New Bern in the vicinity of Neuse River which experienced 

severe flooding during the landfall of Florence. 

3.2.2 Alternative metric for measuring compound effects 

The baseline metric proposed by Ye et al. (2020) uses a ratio of event-wise maximum inundation 

depth/extent attributable to the act of a specific forcing alone to that resulting from the act of all 

forcings holistically. Without any consideration of lag, this ratio tends to obscure the interactions 

among forcings through the landfall of tropical cyclones (TCs).  

In this study, we propose a new, modified metric for measuring the intensity of interactions among 

drivers of coastal flooding during major TC landfalls considering the present knowledge gaps on 

processes governing compound effects and responding to the need to measure such effects more 

precisely. The metric preserves the use of peak inundation as a measure of the magnitude of 

flooding. Still, it measures the changes of this magnitude within the time window where the 

maximum event peak was attained after excluding a specific forcing.   

Here, we define the alternative metric as a ratio of the departure of peak water depth produced by 

a particular forcing to the peak water depth produced by combined forcing. Mathematically, we 

can express the alternative metric by the following formula: 

Alternative Metric  = 
(𝑀𝑎𝑥_𝑊𝐷)𝐶𝐹−(𝑀𝑎𝑥_𝑊𝐷)𝐹

(𝑀𝑎𝑥_𝑊𝐷)𝐶𝐹
 

Where, (Max_WD)CF and (Max_WD)F are the peak water depth produced by the combined forcing 

(i.e., including tide, surge, riverine) and peak water depth produced by a particular forcing, 

respectively.  
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For example, suppose the peak water depth produced by only riverine flow is 2.5 m, and that 

produced by combined forcing (i.e., riverine, tides, and surges) is 2.6. In that case, the alternative 

metric is calculated as follows:  

The alternative metric factor for riverine flow =
(𝑀𝑎𝑥_𝑊𝐷)𝐶𝐹−(𝑀𝑎𝑥_𝑊𝐷)𝐹

(𝑀𝑎𝑥_𝑊𝐷)𝐶𝐹
=  

2.6−2.5

2.6
= 0.038 

As the difference in peak water depth between the combined forcing and riverine flow is 3.8 %, 

based on the 20%, 80% compound ratio, this particular location is river-dominated. 

3.2.3  Description of Storm Surge Model 

The Delft3D Flexible Mesh, also known as Delft3D-FM, is a fully integrated software suite by 

Deltares (2014), consisting of models that simulate a variety of processes in the ocean, estuarine, 

tidal, and inland streams, including those related to flow, sediment transport, morphodynamics, 

and water quality. Its hydrodynamic model, Delft3D-FLOW, is a finite-element model that uses 

an unstructured (triangular) grid mesh. Delft3D-FLOW allows for both 2- and 3-dimensional 

representations of flows. The 2-D version solves the shallow-water equations. In this study, we 

implemented a 2-D version of the model for its computational efficiency, and our region of focus 

spans the Pamlico Sound and the Neuse River, where severe flooding was reported.   

3.2.3.1 Model Physics of FLOW Module 

The FLOW module in the Delft3d-FM software suite is based on the Reynolds-Averaged Navier-

Stokes (RANS) equations (Kim et al., 2016; Díaz-Carrasco et al., 2021), which is simplified for 

an incompressible fluid under the Boussinesq approach, and with the shallow-water assumptions. 

The momentum equations in both x- and y- directions (σ−coordinates) are given by (1) and (2), 

respectively, where h is the total water depth (h = d + η), d is the water depth according to a 
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reference level and η is the variation of the water level (Broomans et al., 2003). The governing 

equations are as follows: 
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where 𝐹𝑥
𝑣 and 𝐹𝑦

𝑣 represent the horizontal viscosity terms: 
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and the Reynold stresses 𝜏𝑥𝑥, 𝜏𝑥𝑦 and 𝜏𝑦𝑦 satisfy (under the Boussinesq approach): 
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In the previous equations, u, v, and ω are the x-, y- and z- Reynolds’ time-averaged components 

in σ-coordinates and 𝑉ℎ
𝑡 and 𝑉𝑣

𝑡 are the horizontal and vertical turbulent viscosity, respectively. 



 

63 

 

The vertical momentum equation is not presented here as it is reduced to the hydrostatic pressure 

distribution under the shallow-water assumption. Therefore, besides (1) and (2), one extra equation 

is needed to obtain the vertical velocity w. This may be achieved by computing the continuity 

equation in σ-coordinates: 

𝜕ɳ

𝜕𝑡
+

𝜕ℎ𝑢

𝜕𝑥
+

𝜕ℎ𝑣

𝜕𝑦
+

𝜕𝜔

𝜕𝜎
= 0 

(8)  

Many recent storm surge modeling efforts account for the impacts of nearshore waves, which have 

been shown to play major roles in amplifying the surge (Sheng et al., 2010; Weaver and Slinn, 

2005; Dietrich et al., 2011; Abdolali et al., 2021). During the landfall of Hurricane Katrina, wave 

setup was shown to bring more than 0.5 m of additional surge along the lower Mississippi River 

Delta (Dietrich et al., 2010; Bunya et al., 2010). Over the study domain, however, we found the 

impacts of nearshore waves often muted due to the sheltering effects of the Barrier Island. As a 

result, we opted to exclude the modeling of nearshore waves (Ye, Huang, et al., 2020). In this 

study, we excluded the wave module to avoid complexity due to limited access to computational 

facilities. This research team will use the wave model in future studies to test the impact of the 

wave during a storm surge event. 

3.2.4 Model Configuration: 

To configure the storm surge model using Delft3D-FM, we combined several high-quality 

bathymetric and topographic data for this study. The western North Atlantic Ocean was built using 

global SRTM15_PLUS bathymetry (Tozer et al., 2019). The NCEI Bathymetric Digital Elevation 

Model (30-meter resolution) data was utilized to enhance the representation of the bathymetry of 

the barrier island and Pamlico sound (Mulligan et al., 2019). These data are merged to create an 
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unstructured grid mesh that spans much of the west Atlantic – the model domain extends from 

latitude 34.0° N and longitude 78.0° W to latitude 36.5° N and longitude 72.0° W (Fig. 3.1). We 

used a combination of triangular and rectangular meshes of various resolutions to resolve the deep 

ocean, estuaries, and narrow channels. The resolution ranges from 50 km in the ocean, 500-m 

nearshore, to 10-m for the upstream channels. The courant number was fixed at 0.70 with user 

time steps of 30 seconds and a maximum time step of 600 seconds. The nodal update interval was 

also set at 30 seconds. The initial water level was fixed at the mean sea level, and the water density 

was considered as 1025 kg/m3 for saline water. Additionally, the uniform horizontal eddy viscosity 

and eddy diffusivity of 0.2 m2/s and 20 m2/s were used. However, space-varying friction 

coefficients for Manning’s friction type were assigned based on the water depth. Manning’s n 

values of 0.012, 0.015, 0.018, 0.023, and 0.025 were assigned for the deep ocean, nearshores, 

shallow waters, channels, and over lands, respectively. For the wind drag coefficient type, we 

implemented 2-break points based on Smith & Banks; the values are 0.000063 and 0.00723 for 

the break-points wind speed of 0 and 100 m/s, respectively. All default values were used for 

numerical parameters, and the dry cell threshold was fixed at 0.01 m. 

3.2.5 Boundary Conditions  

The storm model requires land, ocean, and atmospheric forcings to drive the model. Discharge 

time series at the land boundary, tidal water level at the ocean, and wind and pressure fields as 

atmospheric boundary conditions are used as usual practice for any storm surge model. In this 

study, we utilized observed discharge time series from USGS at the upstream land boundary, and 

output from TPXO 9.0 global tidal model (Egbert and Erofeeva, 2002) as open water boundary 

condition as the astronomical tide can be a crucial factor that contributes to coastal inundation 

during a storm event (Lai et al., 2021). We used only 8 dominant tidal constituents, such as diurnal 
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constituents (i.e., k1, o1, p1, and q1), and semi-diurnal constituents (i.e., m2, s2, n2, and k2) out of 37 

to generate the tidal water level at the deep ocean. Additionally, we integrated the outputs from 

National Water Model (NWM) as lateral boundaries. However, we excluded the rainfall on the 

grids as we already integrated the flow from NWM to avoid complexity. For the atmospheric 

forcings, including surface wind and pressure, we employed HWRF reanalysis data as this dataset 

was found to be more accurate than a parametric wind model (i.e., Holland 2010) from a study 

conducted by this author (Rahman et al., 2022).  We interpolated the zonal and meridional wind 

speeds (u and v, respectively) and surface pressure onto the Delft3D-FM mesh using bilinear 

interpolation.  

3.2.6 Data sets  

To calibrate the storm surge model for the upstream of Neuse River, especially the upstream of 

New Bern, we collected water level time series from USGS stations. In this study, the 

hydrodynamic model calibration was extended to two upstream stations located within the model 

domain. As this study is a continuation of the previous research conducted by this author, and the 

model was calibrated downstream of New Bern (Fig.3.1) in the previous study conducted by this 

author against observed water levels and high-water marks using various wind forcing (Rahman 

et al., 2022). For the lateral boundary condition, we processed NWM V2.1 data using python 

scripts written for this study. 



 

66 

 

 

Fig. 3.2: Map showing USGS water level measuring stations; the model was calibrated at these stations 

against water level. 

Conventional metrics were employed for judging model performance, including percentage bias 

(P.B.), Pearson’s correlation (R), and root mean squared error (R.M.S.E.). These metrics are 

defined as follows: 

𝑃𝐵 =
∑ (𝑄𝑠𝑖𝑚,i−𝑄𝑜𝑏𝑠,𝑖)𝑛
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2𝑛
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                  (11) 
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where Qobs,i and Qsim,i are observed and simulated datasets (i.e., wind speed, barometric pressure, 

or water level), respectively; and n is the number of records in the time series.       

3.3 RESULTS 

3.3.1 Model Calibration Against Water Level 

We calibrate the model at three USGS stations, mainly upstream of Neuse River, to capture the 

flood extent better at the upstream watersheds. The comparison plots of observed and simulated 

water levels for calibration stations are shown in Fig.3.3. The locations are shown in Fig.3.2.  The 

plots are arranged from upstream to downstream as shown in Fig.3.2. The most upstream 

calibration station (i.e., 02091814) is located at Fort Barnwell on Neuse River. The RMSE value 

at this calibration station is 0.19 m, Pearson’s correlation coefficient is 0.99, and Nash-Sutcliffe 

efficiency is 0.98 with a negative bias of -0.50 % (Table 3.1). The model underestimates the flood 

peak at this location; however, the volumetric comparison is within the acceptable range. Fig.3.3 

shows that the surge did not reach this station, so the water level is only from the upstream 

discharge boundary and lateral boundaries from NWM. The following calibration station (i.e., 

0209205053) is located on Swift Creek at Swift Creek St Ferry, and the model performance 

statistics are also presented in Table 3.1. From Fig.3.3, it is noticeable that this station has a little 

bit of tidal influence and flow from the NWM. This station is within the compound flooding zones, 

where both tide, surge, and riverine flow contribute to the flood peaks. The third calibration station 

(i.e., 02092576), located on Neuse River at New Bern, is surge-dominated. Calibrating such 

stations is somewhat tricky without tuning the atmospheric forcing, as the surge mainly originates 

from wind speed and pressure. Hence, the calibration of this station was adopted directly from the 
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previous study conducted by this author (Rahman et al., 2022), and the statistics are presented in 

Table 3.1. 
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Fig. 3.3: Calibration plots at three USGS water level observation stations. 

Table 3.1: Model performance statistics for calibration stations  

Station ID Location RMSE (m) Correlation Coef. (R) NSE % Bias 

02091814 Fort Barnwell 0.19 0.99 0.98 -0.50 

0209205053 Swift Creek St Ferry 0.25 0.95 0.83 7 

02092576 New Bern 0.21 0.96 0.90 -6 

 

3.3.2 Sensitivity Analysis 

We run the baseline model for four conditions: full forcing, riverine, tide, and surge. The list of 

sensitivity runs is presented in Table 3.2. the table below also includes the sensitivity runs for land 

surface controls. 

Table 3.2: Run conditions of sensitivity analysis 

Scenarios Descriptions 

Baseline Full forcing, including forcing from tides, surges, and rivers 

Tide only Base model forced with tide only 

Tide + Surge Base model forced with the tide and surge 

Riverine Base model forced with river flow from NWM 

Effect of land surface control 

Baseline Full forcing with Manning’s n = 0.050, 0.075, 0.10 

Tide only Tide with Manning’s n = 0.050, 0.075, 0.10 

Tide + Surge Tide and surge with Manning’s n = 0.050, 0.075, 0.10 

Riverine River flow only with Manning’s n = 0.050, 0.075, 0.10 
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We calculated the contribution of each force compared to all forcings at every node within the 

computational domain. Then we generated the dominance map using the metric suggested by Ye, 

Huang, et al., 2020 to identify the compound zone. We call this metric as baseline metric in this 

study. Fig. 3.4-a demonstrates the compound zone using the baseline metric. Then we generated 

the dominance map using the alternative metric introduced in this study but with the same 

threshold values as the baseline to compare their credibility. The map is presented in Fig. 3.4-b. 

From the comparison of Fig. 3.4-a and b, we notice that the compound zone defined by the baseline 

metric is overestimated compared to the alternative metric.  

As the baseline metric does not account for the peak times of the individual contribution from 

riverine, tides, surges, and rainfall, it arbitrarily uses a compound ratio of 20% and 80% to identify 

the compound zone. However, the alternative metric account for the peak time to calculate the 

metric as a percentage of the total disturbances. This scenario is visible in the time series 

comparison shown in Fig.3.5 for two locations, one on the Neuse River and the other on Swift 

Creek. Station 35, located in the vicinity of the Neuse River, shows that the location has both tidal 

and riverine contributions almost similar to the total contribution. However, their peak time is 

different, meaning there is no interaction between the peaks to develop a compound effect at this 

location. Additionally, the compound ratio calculated for both riverine and surge is not within the 

limit of 20% and 80%; however, this location has been identified as compound flooding based on 

the baseline metric. In contrast, the alternative metric does not identify the location as a compound 

zone using the same thresholds. Station ID 65, located in the vicinity of Swift Creek, demonstrates 

river-dominant according to alternative metrics. Still, the location has been identified as a 

compound zone as per the baseline metric, which sometimes misrepresents the actual compound 

zone.  
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Fig. 3.4: Dominance map generated using baseline (a) and alternative metric (b) 

To capture the compound zone more realistically, we readjusted the threshold values. We 

generated another dominance map using the alternative metric with the new threshold values of 

the compound ratio 5% and 95%. The dominance map is presented in Fig. 3.6 and shows that 

station ID 65 is riverine dominant, whereas ID 35 is in the compound zone. It is noticeable that if 

we consider the timing of the peak (Fig. 3.5), the compound zone varies, more logically identifying 

the compound location than the baseline metric with a 20% and 80 % compound ratio. The area 

calculated using the baseline metric is 78 km2 for the compounding ratio of 20% and 80%. In 

contrast, the compound area calculated by the alternative metric is 85 km2 for the compounding 

ratio of 5% and 95%.  
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Fig. 3.5: Comparison of water level contributions from each forcing  
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Fig. 3.6: Dominance map generated by alternative metric using a compound ratio of 5 % and 95% 

Therefore, a change in the metric definition that determines the compound zone plays a vital role 

in the regions with consistent compound flooding. So, the alternative metric is more conservative 

than the baseline. Managing flood hazards using a more conservative estimation will reduce the 

risk of property damage and save lives. Hence, the compound zone defined by the alternative 

metric is recommended for coastal risk management. 

3.3.3 Effect of Land Surface Control 

In this study, we use the term “land surface control” to identify the potential locations for salt 

marsh along the flood plains of Neuse River and Swift Creeks and control their intensity by 
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roughness coefficients to assess the impact on the compound flooding. We have used three 

different values of Manning’s roughness, such as 0.050, 0.075, and 0.10 (Chow, 1959; George J. 

Arcement, JR., 1989), in place of the calibrated model roughness.  We identify the presence of 

marshlands at 65 locations where the salt marsh and other vegetation are present. The calibrated 

roughness values are presented in Table 3.3. However, the actual values for marshland are much 

higher than this range (Al-Asadi and Duan, 2017). We gradually increase the intensities to learn 

the impact of the presence of marshlands as a land surface control on compound flooding. The 

location of marshlands along the Neuse River and Swift Creek is shown in Fig.3.7.  

Table 3.3: Calibrated model roughness based on the land cover type 

Land cover type Calibrated Manning's n 

Ocean 0.012 

Shallow water 0.018 

Shorelines 0.02 

Flood plain 0.023 

Overland 0.025 
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Fig. 3.7: Map showing the locations of the presence of marshlands along the Neuse River and Swift Creek  

To estimate the impact of the presence of marshland as a land surface control, we represent the 

marshlands as a roughness ranging from 0.050 to 0.10 (Fig. 3.7). Using these roughness values, 

we conducted the sensitivity analysis for each condition. We generated the dominance map to 

identify the location with the significant compounding effect.  The dominance maps for various 

roughness factors are shown in Fig. 3.8, along with the calibrated condition (Fig.3.8-a). It is 

noticeable that the compound zone has shifted downstream from the baseline location, as the 

marshlands are a hindrance to the flow. During the high flow, water flows over the flood plain, 

resulting in slow entry of the surging water from the ocean. Therefore, the total compound zone is 

reduced because of the presence of the marshlands. The calculated area of the marshlands using 

the roughness factor of 0.05 is 62 km2 (Fig. 3.8-a), whereas the area from the baseline simulation 

is 85 km2. 26% reduction in the compound zone, and the location shifted downstream. Likewise, 

we simulated the model using other roughness values of 0.075 and 0.10 to learn the reduction 

trend. The dominance maps for these two roughness conditions are shown in Fig. 3.8-c and Fig.3.8-
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d.  The maximum reduction in the compound zone is 35 % for the roughness value of 0.10. Table 

3.4 presents the summary of the area reduction for each case of land surface controls. 

 

 

 

 

 

 

 

 

 

Fig. 3.8: Dominance map generated by alternative metric; (a) for calibrated condition (b) for n = 0.050, 

(c) for n = 0.075, and (d) for n = 0.10 

Table 3.4: Calibrated model roughness based on the land cover type 

Run Conditions Area of Compound Zone(km2) Change in Area (%) 

Baseline 85 - 

LSC (n=0.050) 62 -26% 

LSC (n=0.075) 58 -32% 

LSC (n=0.10) 55 -35% 

Compound Zone = 85 km
2

 Compound Zone = 62 km
2

 

Compound Zone = 58 km
2

 
Compound Zone = 55 km

2

 

a) b) 

c) d) 



 

79 

 

3.4 DISCUSSIONS 

Coastal flooding during tropical storm landfalls often arises from a combination of flood drivers, 

including storm surges, heavy rainfall, and fluvial inflow.  In some instances, the magnitude of 

flooding can be shaped by the compounding effects that are determined mainly by the dynamic 

interactions among the drivers. However, many conspicuous knowledge gaps remain in our 

understanding of the causes of compound effects as well as their impacts. These concern physical 

processes that give rise to the compound effects and metric for quantifying the effects of it that 

will faithfully capture the interactions among forcings.  In this study, we propose an alternative 

metric for measuring the intensity of interactions among drivers of coastal flooding during major 

TC landfalls. And we re-assess the compound effects through a landfalling hurricane event, namely 

Hurricane Florence of 2018, over North Carolina.  

The baseline metric ratio is not sufficient in terms of the dynamic interactions among the processes, 

such as rainfall-run, riverine, tide, and surge, resulting in minor impacts produced by the forcings. 

Hence the areal extent is lower than that estimated by alternative metric. Moreover, the threshold 

ratio (i.e., 20% and 80%) is also low enough to define the compound zone accurately. In contrast, 

the alternative metric measures changes to inundation depth within time windows surrounding the 

event maxima, thus accounting for timing differences among peaks driven by disparate forcings, 

resulting in conservatively assessing the compound zone and its distribution. 

The sensitivity of the threshold ratio is low in the baseline metric; changing the ratio (from 20%, 

80% ) to 5% and 95% does not demonstrate a noticeable change in the compound zone as it does 

not account for the timing differences among peaks produced by individual forcing. However, the 

threshold in the alternative metric is very sensitive to the compound zone; changing the ratio to 

5% and 95% produces more regions with consistently significant compound zones. As the 
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alternative metric accounts for the timing differences among the peaks of the individual forcing, it 

can capture the dynamic interactions between processes. Hence, changing the threshold a little bit 

is reflected in the compound zone and makes this metric more robust to identify the regions with 

compound zone induced by tropical storms.  

The application of alternative metric to assess the impact of marshlands' presence is trustworthy 

for the above-mentioned reasons. However, this assessment was conducted by generalizing the 

roughness of marshlands, meaning that we only assigned a single value for all locations where we 

found the presence of marshlands and other vegetation as well. For this reason, we used lower 

values than the representative values of roughness for marshlands. This may underestimate the 

impact, but it still can demonstrate the impact of an increase in the intensity of marshlands on 

compound flooding. 

 

3.5 CONCLUSIONS 

Currently, coastal flooding has become one of the main natural disasters, occurring more 

frequently than ever before, and storm surges, high tides, heavy rainfall, and high riverine flow 

cause flooding. While many attempts have been made to characterize and measure the compound 

effects during TC-driven floods, most relied on rather simplistic metrics that do not account for 

timing lag among forcings and, as a result, cannot discern dynamic interactions. Therefore, this 

study proposes and examines an alternative metric for identifying compound effects that focuses 

on the physical interactions among drivers. This alternative metric measures changes to inundation 

depth within time windows surrounding the event maxima, thus accounting for timing differences 

among peaks driven by disparate forcings. The alternative metric we introduced here in this study 

is important to characterize the drivers' dynamic interaction and identify the compound zone. 
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In addition to the alternative metric, we assess the impacts of land surface control on the intensity 

and location of compound flooding. To do so, we identified the locations where marshlands are 

present and assigned a range of roughness values to study the impact on compound flooding using 

the alternative metric. The specific outcomes are as follows:  

i) The baseline metric is insufficient to dynamically interact with the processes, such as riverine 

flow, rainfall-runoff, and surge. Therefore the actual impact of forcing is minor. Besides, the 

threshold ratio of 20% and 80% are pretty low in terms of defining compound zone. However, 

the effect of threshold in baseline metric is not prominent in terms of areal extent but has an 

impact on the spatial distribution. 

ii) The alternative metric measures change to inundation depth within time windows surrounding 

the event maxima, thus accounting for timing differences among peaks driven by disparate 

forcings. Therefore, this metric is important to characterize the dynamic interactions between 

forcing to identify the compound zone by using it. 

iii) The presence of marshland impacts the compound zone, and the compound area was reduced 

by 35 % for the highest intensity of marshland. This reduction was estimated based on the 

alternative metric. In addition, the location of dynamic interaction translated to downstream 

sites, resulting in shifting the compound zone to a downstream location. 

This study was limited to applying the alternative metric to one tropical storm (i.e., Florence). 

However, future research should include applying this metric to other tropical storms with various 

structures. In addition, we limited this study to the generalized marshland conditions; however, 

extending the marshland upstream and downstream locations and studying their impact on 

compound flooding is a topic for future research. Moreover, the realistic values of the salt marsh 
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or marshlands for the 2D model are larger than those we used here. Therefore, the prospective 

study should include higher values with more specific locations of the marshlands, and more 

specific vegetation types should be assigned. Using the latest land use map will be more realistic 

in identifying the location of the vegetation cover along the banks of the Neuse River and Swift 

Creek. 
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Chapter 4 The Intensity and Location of Compound Flooding Vary with 

Storm Structures 
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ABSTRACT 

Flooding in coastal regions originates either from surge-dominated, rainfall-dominated events, or 

a combination of them, causing massive compounding over the area, especially upstream 

watersheds. The intensity and location of compound flooding also vary with the storm structures. 

In this study, we have investigated three contrasting storm events over the Amite River watershed 

in Louisiana, including Lake Moureapeas and Lake Poncertrain, that contributed to compound 

flooding. This study aims to identify how different storm structures over the region contribute to 

compound flooding and how the intensity and location vary upstream and downstream of the 

Amite River. To this end, we extensively calibrate an integrated modeling framework in simulating 

compound flooding effects resulting from rainfall runoff, astronomical tides, storm surges, and 

atmospheric forcing within the Lakes Maurepas and Pontchartrain drainage basins. The calibration 

was performed on two contrasting events: a rainfall-dominated flood event in 2016 and a surge-

dominated (i.e., Hurricane Isaac) event in 2012. Then the resulting model was utilized for 

Hurricane Ida in 2021 to ascertain the extent of the compound zone. Our intermediate results 

suggest that surge-dominated events only generate floods within the transition zones, whereas 

rainfall-dominated events contribute to watershed flooding. However, the study reveals that a 

surge event with heavy rainfall is the actual cause of compound flooding. The location and 

intensity of compound flooding vary upstream and downstream. This innovative study suggests 

that a coupled model can be used for operational use for predicting compound flooding in coastal 

areas as the model reduces computational time by avoiding the complexity of implementing 

different modeling frameworks separately with multiple parameter estimations. Hence, the 

outcome of this study will help policymakers take prompt and informed actions during storm 

events. 

Keywords: Delft3D-FM, storm surge, NWM , compound flooding 
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4.1 INTRODUCTION 

Flooding can range from a minor inconvenience to a catastrophic event. This is the case, 

particularly in low-lying, densely populated coastal regions and deltas that are subject to multiple 

flooding threats from various sources, including oceanic sources such as tropical storms, riverine 

flow, and rainfall. The frequency of nuisance level flooding along the coasts of the US has 

increased due to sea level rise (SLR) and is anticipated to continue this trend (Moftakhari et al., 

2015b), translating to a higher baseline rate of flooding when taking into account other contributing 

factors found in coastal environments. Hurricanes account for 7 of the top 10 most costly climate 

disasters in the United States, according to NOAA’s National Climatic Data Center (NOAA/NCEI-

2, 2021). Flooding represents the biggest threat contributing to the loss of life during a hurricane 

(Blake and Rappaport, 2001), which is further exacerbated by demographic shifts relocating into 

more storm-prone areas (Easterling et al., 2000). The damage, duration, and extent of flooding can 

be further magnified by conditions that lead to compound flooding, such as those observed in 

tropical storms and hurricanes.  

Compound flooding (CF) events are defined as a “combination of multiple drivers and hazards 

that contributes to societal or environmental risk” (Zscheischler et al., 2018). The effects of 

compound flooding are most pronounced in the coastal transition zone, which varies for individual 

locations based on a myriad of factors including but not limited to local topography and 

bathymetry, human development and land use, and type of storm event. Driving characteristics of 

compound flooding events typically include storm surge (a combination of astronomical tidal 

effects and low-pressure atmospheric effects such as those from tropical storms), pluvial 

contributions (resulting rainfall from storms), and fluvial contributions (riverine flow from the 

watershed) (Ye, Zhang, et al., 2020). These flood drivers may also include wind forcing that can 
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extend the reach of storm surge further inland for longer durations than would otherwise be 

observed in the absence of wind effects, as well as magnify storm surge through the addition of 

wind setup in coasts with enough fetch for wind setup to develop. Moreover, wave contributions 

in the form of wave setup may also contribute to the magnification of storm surge as it approaches 

the coastline. Lastly, sea level rise is a long-term observed trend that is anticipated to exacerbate 

the frequency and duration of compound flooding events as storms become more frequent and 

“wetter” (increased rainfall contributions) (Bevacqua et al., 2019; Hall and Kossin, 2019; Wahl et 

al., 2015).  

Accounting for the above is an ongoing challenge in coastal-inland hydrologic modeling. 

Developing a better understanding of the physics at work and the resulting interactions may 

significantly contribute to improved modeling and predictive analysis for events with the potential 

for compound flooding impacts on communities. To better understand compound flooding drivers 

and their impact on resulting inundation, this study aims to generate a calibrated model on one 

such event (Hurricane Isaac, 2012) that is complemented with various observational data points in 

the Amite River Basin. By applying this model and iteratively removing, shifting, and magnifying 

individual driver contributions (storm surge, rainfall, wind, and pressure) applied to the study site, 

this study seeks to quantify the drivers with the immense impact on inundation and recommend 

these and sensing and modeling priorities to the National Water Center (NWC) for improved 

predictive modeling for future application.  

Multiple studies have implemented various numerical simulations programs and coupled systems 

of numerical simulations programs to represent observed and hypothetically generated events that 

generate compound flooding inundation to better understand and characterize the mechanisms and 

physics at work. An important building block towards this level of analysis is correctly modeling 
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the propagation of tidal signal and storm surge into estuarine environments (Bilskie et al., 2019; 

Herdman et al., 2018; Lawler et al., 2016; Spicer et al., 2019). Bacopolous et al. (Bacopoulos et 

al., 2017) demonstrated the importance of incorporating watershed runoff as a boundary condition 

to fully capture peak surge with integrated hydrologic-hydrodynamic modeling of compound 

flooding events. Several studies augment ADCIRC with a coupled hydrologic model to account 

for rainfall-runoff, simulate compound flooding events, and determine how storm surge and flood 

flows interact (Bakhtyar et al., 2020; Bilskie and Hagen, 2018; Gori et al., 2020; Loveland et al., 

2021). Bilskie and Hagen apply this method to a similar study domain as this study examines. 

Other studies use various model combinations, either omitting or parameterizing rainfall runoff, 

to describe the interactions between storm surge and river flood flows (Hasan Tanim and Goharian, 

2021; Kumbier et al., 2018; Valle-Levinson et al., 2020). To this research team’s knowledge, no 

studies have simulated the combined effects of rainfall runoff, riverine flow, tidal surge, spatially-

varied wind, and spatially-varied pressure resolved within a single modeling program (D-Flow 

FM) for the Amite River basin. In this study, the respective contributions of each of the flood 

drivers were assessed and compared with the findings of Bilskie and Hagen to refine the 

understanding of compound flooding vulnerability in the Amite River basin to Lake Pontchartrain 

and its sensitivity to the various drivers. 

The storm structure plays a vital role in demonstrating compounding effects. Because the behavior 

of a surge-dominated event is different from that of a rainfall-dominated event, both have separate 

dominant zones. Our hypothesis is the purely surge-dominated hurricane event is responsible for 

flooding in the low-lying coastal areas, whereas the rainfall-dominated flood event causes massive 

floods in the watersheds. However, when both contributions are present in an event, there is a high 

chance of developing compound zones, where flood is more severe as it added the peaks from both 
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contributions (i.e., surges and riverine flows). Therefore, it is necessary to study the effect of storm 

structures on the intensity and location of compound flooding. 

This study aims to identify the impacts of different storm structures on the intensity and location 

of compound flooding over the study region (i.e., Amite River Basin). To this end, we extensively 

calibrate an integrated modeling framework in simulating compound flooding effects resulting 

from rainfall runoff, astronomical tides, storm surges, and atmospheric forcing within the Lakes 

Maurepas and Pontchartrain drainage basins. The calibration was performed on two contrasting 

events: a rainfall-dominated flood event in 2016 and a surge-dominated (i.e., Hurricane Isaac) 

event in 2012. Then the resulting model was utilized for Hurricane Ida in 2021 to ascertain the 

extent of the compound zone.  

The remainder of this article is structured as follows. Section 2 provides descriptions of the 

material and methods, including selecting appropriate storm events for the study region and 

calibration matrices. The objectives of this study are discussed in Section 3 (i.e., Results), where 

the impact of various storm structures on compound flooding is identified based. Section 4 

discusses the findings of the study in detail concerning the objectives, and Section 5 summarizes 

the outcomes and offers recommendations for future works.  

4.2 MATERIALS AND METHODS 

4.2.1 Study Area 

The study area, known as the Amite River basin, is located in Louisiana, draining into the Gulf of 

Mexico through Lake Maurepas and Lake Pontchartrain (Fig. 4.1). We extended the Amite 

watershed further downstream as it empties into Lakes Maurepas and Pontchartrain. 

Geographically, the study area is bounded on the south and southwest by the Mississippi River, 
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tracing the levees and high ground of the banks so as to assume a “no-flow” boundary condition 

with the Mississippi River. The western boundary continues to follow the USGS-designated Amite 

watershed, including the Amite and Comite Rivers. The eastern boundary line traces the USGS-

designated Tangipahoa watershed until it intersects with the periphery buffer around Lake 

Pontchartrain.  

Hydrologically, the study area is comprised of a series of USGS-designated hydrologic units 

draining into Lake Maurepas and Lake Pontchartrain, including the Amite (i.e., HUC 08070202), 

Tickfaw (i.e., HUC 08070203), Tangipahoa (i.e., HUC 08070205), Lake Maurepas (i.e., HUC 

08070204), and Lake Pontchartrain (i.e., HUC 08090202). An open boundary is included, 

generally spanning northeast to southwest through the Eastern Louisiana Coastal (i.e., HUC 

08090203). Additionally, point sources from neighboring HUCs feeding into the domain of the 

model are included and represent the contributions from Liberty Bayou-Tchefuncta (i.e., HUC 

08090201) and Lower Pearl (i.e., HUC 03180004) (USDA Forest Service Southern Research 

Station). Lake Maurepas drains into Lake Pontchartrain through a Pass Manchac, a 10-km long 

canal approximately 400 m wide and 12 m deep. Lake Pontchartrain flows into the Gulf of Mexico 

through the 15 km-long Rigolets tidal channel (Bilskie and Hagen, 2018), Chef Menteur, and an 

artificial Inner Harbor Navigation Canal. Lake Pontchartrain experiences a diurnal tide with a 

mean range of 11 cm through the three narrow tidal passes (Chao et al., 2012). The northeastern 

periphery of Lake Pontchartrain is characterized as a marshland extending as far as 10 km inland. 

The land surrounding Lake Maurepas and the northwestern boundary of Lake Pontchartrain is 

primarily swamped with marshland interspersed. This swamp branches outward from Lake 

Maurepas, tracing the contributing waterways as far as 30 km inland (Keddy et al., 2007). The 

southern half of the study area is predominantly low-lying flat lands comprised of alluvial deposits 
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from the Mississippi River Delta. Further north up the study area, elevations gradually rise to 

values over 130 m (USGS). 

 

Fig. 4.1: Study area map of Amite River Basin, Louisiana, and Mississippi, USA 

4.2.2 Selection of Historical Events 

4.2.2.1 Event-A: Hurricane Isaac (2012) 

Hurricane Isaac originated as a tropical wave moving off the coast of Africa on August 16th, 2012, 

tracking across the Atlantic until it entered the southeastern Gulf of Mexico early on August 27th. 

Isaac reached hurricane strength around 1200 UTC on August 28th, approximately 75 nautical 

miles southeast of the mouth of the Mississippi River, where it slowed down translation speed 
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considerably and prolonged the Gulf coast’s exposure to strong winds, storm surge, and heavy 

rains until it finally made landfall on the coast of Louisiana around 0000 UTC on August 29th with 

windspeeds of 70 knots. Isaac continued pushing further inland, reducing in strength to tropical 

depression around 0000 UTC on August 31st in southern Arkansas and dissipating after 0600 UTC 

on September 01st southwest of Jefferson City, Missouri (Berg, 2013). 

Storm surge recorded from the event by a NOS tide gauge was 11.03 ft over normal tide at Shell 

Beach, Louisiana, with storm tide estimated to have inundated most coastward parishes by as much 

as 10-17 ft. The strong wind fields and storm surge even resulted in USGS observation of the 

Mississippi River flowing backward for almost 24 hours at Belle Chasse, Louisiana. Southeastern 

Louisiana also received more than 20 inches of rain (i.e., New Orleans, Louisiana), resulting in 

flash and river flooding. All told, five deaths were reported in the United States, and damages were 

estimated at $2.35 billion (Berg, 2013). Hurricane Isaac was chosen as a calibration event for the 

model because it featured characteristics of storm surge and pluvial flooding across the study area. 

Utilizing a wealth of USGS, CRMS, and NOAA gauge observations available throughout the 

aforementioned HUCs during this event, this case allowed leveraging the model’s ability to resolve 

wind, pressure, and hydrologic forcing simulating the event. Accurately representing observations 

from observed forcing from the compound flooding event instills confidence that magnifying or 

removing the drivers in later research stages will accurately reflect the hypothetical results. 

4.2.2.2 Event-B: 2016 Flood 

A slow-moving area of low pressure with high atmospheric moisture released heavy rainfall over 

Louisiana and southwestern Mississippi throughout August 11-14, 2016. It resulted in at least 13 

fatalities and an estimated $10 billion in damages due to flash flooding and record river flooding. 
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The heaviest rainfall was observed east of Baton Rouge. New record peaks for streamflow were 

encountered at 10 USGS streamflow-gaging stations as this storm recorded more than 31 inches 

of rain over 48 hours in several stream basins. According to NOAA, this event topped the 0.2% 

annual exceedance probability (Watson et al., 2017). The flood event of 2016 was chosen as 

another calibration event for the model because it was virtually dominated by pluvial contributions 

(compared to storm surge contributions) across the study area. Utilizing a wealth of USGS gauge 

observations available throughout the aforementioned HUCs during this event, this case allowed 

calibrating for hydrologic losses through scaling rain input that would otherwise not be calculated 

by the processes within the model. 

4.2.2.3 Event-C: Hurricane Ida (2021) 

Hurricane Ida (2021), a category-4 Atlantic hurricane with a 1-minute sustained highest wind 

speed of 240 km/h and more than 3 inches of rain an hour, made landfall in Louisiana on 29th 

August 2021, causing massive damage to lives and properties (Beven et al., 2021). In addition, 

due to the presence of marshlands and the flat topography of southern Louisiana, hurricane Ida 

retained its intensity for a more extended period, exacerbating the flooding caused by the combined 

effect of rainfall and surges in that region. Mainly two factors contributed to Ida’s ample rain. 

First, tropical moisture interacted with developing warm and cold fronts. Second, heavy 

precipitation increases as the climate become warmer, especially in the central and eastern US. 

Therefore, this storm event is advantageous in studying the compound effect. In this study, we 

utilized the wind and pressure fields of Hurricane Ida to understand the impact of storm structures 

on the intensity of compound flooding. 

https://en.wikipedia.org/wiki/Marshland
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4.2.3 Data Collection 

We collected data from national and regional sources to drive the Delft3D-FM model for various 

storm events. The input data requirements and source information are listed in Table 4.1. 

Table 4.1: List data and sources 

Type Dataset Source Resolution Unit Datum 

Rainfall Radar, QPE 1 hour, 1 km mm N/A 

Water Level 

USGS, CRMS, NOAA, 

HWM 

15/60 min m NAVD 88 

Discharge USGS 30 min cms N/A 

Topobathy CoNED, USGS DEM 30 m m NAVD 88 

Wind NCAR, NOAA, HWRF 

40 km, 6 & 1/6 

hour 

m/s 

10 m abv. 

ground 

Pressure NCAR, NOAA, HWRF 

40 km, 6 & 1/6 

hour 

Pa PRMSL 

Open coastal 

boundary 

Regional Ocean Model 1 hour m NAVD 88 

Boundary Inflow USGS 30 min m3/s N/A 

Roughness ADCIRC Varies - N/A 

4.2.4 Description of Model Physics: Hydrodynamic Model 

The Delft3D-FM suite of models is a fully integrated software suite for 2-dimensional (2D) and 3-

dimensional (3D) computations for the coastal, river, and estuarine areas. It is a depth-averaging 

model developed by Deltares (2014). In this study, we adopted the 2D version of  Delft3D-FM, 
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where we implemented the model as the barotropic condition. The hydrodynamic module (i.e., 

Delft3D-FLOW) and the wave module (i.e., Delft3D- WAVE) are responsible for the short-wave 

generation and propagation in the nearshore areas. The two-way coupling between both modules 

allows for taking the effect of waves on currents into account (Delft Hydraulics, 1999). In this 

study, we excluded the wave module to avoid complexity due to limited access to computational 

facilities and the restricted duration of the study period. Sometimes, the impacts of nearshore 

waves often muted due to the sheltering effects of the Barrier Island (Ye, Huang, et al., 2020). 

This research team will use the wave model in future studies to test the impact of the wave during 

a storm surge event. 

4.2.5 Model Configuration 

We merged several datasets to create good-quality bathymetric and topographic data for this study. 

The Coastal National Elevation Database (CoNED), a combination of bel level and DEM, has been 

used to provide the bathymetric data of the open oceans. In contrast, LiDAR data has been utilized 

to enhance the representation of the bathymetry of the Amite River and the upstream watersheds. 

Fig. 4.2 presents the merged topobathy, whereas Fig. 4.3 shows the unstructured grid of the 

hydrodynamic model extending from about latitude 28.0° N and longitude 92.0° W to latitude 32° 

N and longitude 87.0° W. The total elements and nodes are around 0.48 million and 0.26 million, 

respectively. Since many narrow, meandering rivers cover the study area, we utilize the flexibility 

of the model mesh known as flexible mesh. To optimize the computational time, we employed the 

finer resolution for the streams, whereas the coarse one for large water bodies. We resolve the 

Amite River and its tributaries by rectangular mesh ranging from 50 m in the vicinity of the Amite 

River to 5 m in other streams. However, the overland, lakes, and bay are resolved by triangular 

meshes ranging from 3000 m, at the very downstream of the model domain, to 250 m at the lakes.  
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Fig. 4.2: Topobathy of the Model 
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Fig. 4.3: 2D-Unstructured Mesh for Delft3D-FM model 

As we know, precipitation is one of the main drivers for most hydrologic models, and this one is 

no exception, particularly for the rainfall-dominated 2016 Flood event. We generated space-

varying rainfall fields, known as rain-on-grid, for each event to account for the spatially-variant 

nature of precipitation during storm events. We adopted the space-varying roughness from an 

ADCIRC model, and the rest was generated using the land use data. The mesh resolution ranges 

from 3 km in the nearshore to 10-m for the upstream channels. The courant number was fixed at 

0.70 with user time steps of 30 seconds and a maximum time step of 600 seconds. The nodal update 

interval was also set at 30 seconds. The initial water level was fixed at mean sea level, and the 

water density was considered 1025 kg/m3 for saline water. Additionally, the uniform horizontal 
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eddy viscosity and diffusivity of 1.0 m2/s and 1.0 m2/s were used. For the wind drag coefficient 

type, we implemented 2-break points based on Smith & Banks; the values are 0.000063 and 

0.00723 for the break-points wind speed of 0 and 100 m/s, respectively. The dry cell threshold was 

fixed at 0.01 m. The default values were used for all other parameters.  

4.2.6 Boundary Conditions 

The integrated hydrodynamic model requires hydrological boundaries on the land, tidal boundaries 

on the ocean, and atmospheric and meteorological boundary conditions to drive the model. In this 

study, we adopted riverine flow from USGS at the land boundary, the tidal water level at the ocean 

extracted from a larger coastal Delft3D model (Hu et al., 2015), wind and pressure fields as 

atmospheric forcing, and precipitation from multiple sources as meteorological boundary 

conditions.  

The discharges from the upstream of the model domain and surface runoff due to the heavy rainfall 

caused by a storm event need to be considered in the hydrodynamic simulation process to improve 

the accuracy of the estimation of overland flooding. Because the torrential rain partially 

contributed to the flooding process (Lee et al., 2019). The available flows have been incorporated 

into the model as point sources, and there are 8-point sources with varying magnitudes. Ocean 

tides result from the sun's and moon's gravitational attraction on the Earth's oceans (Sumich, 1996). 

So, the water level change due to the astronomical tide is a crucial factor contributing to coastal 

inundation during a storm. Coastal flooding depends on the superimposition of tidal water with 

the surging water. If the storm surge occurs during low tide, the damage can be relatively small, 

whereas catastrophic damage will occur if the surge comes during high tide. We selected three 

different storms, and one was rainfall-dominated in 2016. This flood event was mainly driven by 
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heavy torrential rainfall. Hence, we implement the rain-on-grid scheme using a rectangular 1000 

m x 1000 m structured grid. Moreover, space-varying wind and pressure fields at the nodes of the 

model mesh are also used. 

4.2.7 Sensitivity Analysis 

The sensitivity analysis of consists of three conditions: full forcing, riverine, and tide plus surge. 

The list of sensitivity runs is presented in Table 4.2.  

Table 4.2: Run conditions of sensitivity analysis 

Scenarios Descriptions 

Baseline Full forcing, including forcing from tides, surges, and rivers 

Tide + Surge Base model forced with the tide and surge 

Rainfall Base model forced with rainfall on the grids 

We performed a series of sensitivity simulations for each of the three storms, such as Isaac (2012), 

2016 Flood, and Ida (2021), to assess the compounding effect caused by each event using the 

alternative metric defined in the second element of this dissertation.  

4.2.8 Calibration Datasets 

We extensively calibrated the model for two contrasting events, such as hurricane Issac of 2012, 

which was a purely surge-dominated storm event, and the 2016 flood, which was driven by heavy 

rainfall. We calibrated the model for three data sources: USGS water level (Durango Field Office, 

2021), the Coastwide Reference Monitoring System (CRMS, 2010), and NOAA stations (NOAA, 

2021). For each calibration event, 1-hour time step data was collected, and the datum was corrected 

from MSL to NAVD88 using the correction factors unique to each station. Out of all of those 

collected, the data from the NOAA stations exhibit the most tidal effects in both fairweather 
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conditions and during storm events, which is one calibration factor to consider when comparing 

simulated results. Finally, High Water Marks (HWM) are available through the USGS (USGS, 

2021) for both events, at which post-event point observations represent the peak water level. 

Fig.4.1 shows that the HWMs for the 2012 event are located in the coastal area along the northern 

bank. In contrast, HWMs are situated in the inland area within the Amite River Basin for the 2016 

flood, indicating the type of inundation that likely occurred with each event. This data comes with 

information such as data quality, reference datum, date of measurement, and notes. To assess and 

calibrate the model accurately, HWMs with reference datums other than NAVD88 or data quality 

of “Poor: +/- 0.40 ft” or “VP: > 0.40 ft” were excluded.  

4.2.9 Calibration Performance Assessment Criteria 

We calibrate the model using a manual method for a rainfall-dominated flood event for the year 

2016. In addition, the hydrological module is calibrated for discharge at the Amite Watershed. To 

calibrate the model, we adjusted the loss factor ( i.e., infiltration) by reducing the rainfall inputs 

by a certain percentage and adjusting the roughness only for the main channels. Whereas the 

hydrodynamic module is calibrated for observed water levels at USGS and CRMS, and NOAA 

stations near the Amite River, Lake Maurepas, and Lake Pontchartrain. For calibrating the model, 

we adjusted the space-varying roughness adopted from the ADCIRC model and checked the 

numerical simulation's stability by preserving the Courant–Friedrichs–Lewy (CFL) condition, and 

we set the value as 0.70.  

We adopted the conventional metrics employed for judging model performance, including 

percentage bias (pBias), coefficient of determination (R2), root mean squared error (RMSE), and 

Nash–Sutcliffe efficiency (NSE). These metrics are defined as follows: 
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𝑝𝐵𝑖𝑎𝑠 =
∑ (𝑦𝑠𝑖𝑚,i − 𝑦𝑜𝑏𝑠,𝑖)

𝑛
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𝑛
𝑖=1

× 100 (1) 
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RMSE = √∑ (𝑦𝑠𝑖𝑚,𝑖 − 𝑦𝑜𝑏𝑠,𝑖)
2𝑛

𝑖=1

𝑛
 (3) 

NSE = 1 −
∑ (𝑦𝑠𝑖𝑚,𝑖 − 𝑦𝑜𝑏𝑠,𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑜𝑏𝑠,𝑖 − 𝑦̅𝑜𝑏𝑠)
2𝑛

𝑖=1

 (4) 

Where yobs,i and ysim,i denote observation and simulation, respectively, and n is the number of 

records in the time series.       

4.3 RESULTS 

4.3.1 Model calibration for surge-dominated Event: Hurricane Isaac (2012) 

4.3.1.1  Comparison of Water Level 

An important starting point when calibrating for a surge-dominated model is the open boundary in 

the deep ocean. This should closely reflect the astronomical and storm surge observations if there 

is any chance of accurately representing its effects further within the domain. Figure 12 below 

demonstrates the model performance at two NOAA stations within the model domain (Fig. 1) that 

reflect the storm surge water level elevation during Hurricane Isaac (2012). We see that the model 

closely represents the timing and magnitude of the peak water level elevation, though slightly 

underestimates the magnitude. This may be due to lack of account for contributions by waves. 
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Fig. 4.4: Comparison of observed and simulated water levels at NOAA stations during Hurricane Isaac 

(2012) 

Next, we direct our attention to the various CRMS gauges near Lakes Maurepas and Pontchartrain, 

where we anticipate observing signs of both surge response alone and compound flooding to 

locations where rainfall runoff eventually reaches. When comparing water levels in these 

locations, we have grouped gauges into two categories below. Fig.4.5 represents CRMS gauges 

where a surge response alone is recorded. This is indicated by a sharp peak in water level followed 

by a quick recession. The simulation accurately resolves the magnitude and timing of the peak 

values observed at these locations, and the water level recession towards the end of the event. The 

discrepancy in the observation periods' beginning and end may result from a coarser resolution 

mesh or lack of friction calibration. 
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Fig. 4.5: Comparison of observed and simulated water levels at CRMS stations during Hurricane Isaac 

(2012) indicative of storm surge response only. 

The second grouping of gauges reflects more of a compound flooding response, shown in Fig. 4.6. 

The CRMS gauges listed are located around Lake Maurepas's upstream area (marsh). The 

characteristics of these observations also closely capture the peak represented by the storm surge 

but are followed by a much slower recession in water level. The peak is likely due to the rainfall-

runoff contribution, reaching these locations and increasing the duration of the inundation 

observed there. The CRMS gauges at the bottom of Fig. 4.6 demonstrate a slightly quicker water 

level recession than the observations. The recession may be due to the coarser resolution that 

cannot accurately represent the fine channels in the marshland. Once more, the slight offset in 

water level at the beginning and end of the simulation may indicate friction that may require further 

calibration to capture the tidal signal correctly.  
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Fig. 4.6: Comparison of observed and simulated water levels at CRMS stations during Hurricane Isaac 

(2012) indicative of compound flooding response. 

Lastly, a comparison of commonly reported error statistics is included for the various observation 

points throughout the model to communicate a general performance shown in Table 4.3 below. 

Generally speaking, the model performs reasonably well compared to our observational data for 

the 2012 event.  

Table 4.3: Error Statistics for Surge-dominated 2012 Hurricane Isaac 

Stations IDs RMSE R-Squared NSE pBias 

CRMS0008 0.44 0.94 0.24 -36 

CRMS0038 0.32 0.94 0.55 -27 



 

104 

 

CRMS0039 0.41 0.89 -0.25 70 

CRMS0046 0.27 0.9 0.73 -16 

CRMS0047 0.27 0.92 0.64 -23 

CRMS0059 0.18 0.9 0.84 -9 

CRMS0061 0.22 0.93 0.78 -14 

CRMS0103 0.45 0.75 0.28 -37 

CRMS2854 0.37 0.92 0.29 -40 

CRMS3667 0.13 0.95 0.91 -5 

CRMS5255 0.27 0.92 0.67 -22 

USGS7380120 0.44 0.95 0.66 -11 

USGS7380200 0.24 0.97 0.81 -13 

USGS7380215 0.41 0.93 0.27 -35 

USGS73802282 0.21 0.93 0.82 19 

NOAA8747437 0.13 0.95 0.92 -17 

NOAA8761305 0.12 0.95 0.95 -00 

4.3.1.2 Highwater Marks Accuracy 

The end state of the calibration run is compared across HWMs to ascertain the model’s 

performance in simulating actual water elevation at points throughout the computational domain. 

Fig. 4.7. shows a comparison of the observed peak water level with the simulated peak as a scatter 

plot. This may be due to the fact that many of the USGS-recorded HWMs for Hurricane Isaac fall 

along the Gulf Coast but outside the finder resolution mesh focused on the Amite River Basin. 

Figure 1 shows that many of the HWMs for this event are along the southern coast of Mississippi, 

a location of much coarser resolution in our computational domain when compared with Fig. 4.7. 

Previous findings of Ye et al. demonstrate that simulated elevation is particularly sensitive to grid 

resolution (Ye, Huang, et al., 2020). 
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Fig. 4.7: Comparison of observed and simulated HWM elevation for Hurricane Isaac (2012) 

4.3.2 Model Calibration for Rainfall-Dominated Event: 2016 flood  

4.3.2.1 Comparison of Riverine Flow 

We calibrated the model for a rainfall-dominated event, known as the 2016 flood), to enhance its 

performance. We started the calibration to capture the riverine flow accurately, as the Amite 

watershed is included in the model. Two comparisons are included in Fig. 4.8 and Fig. 4.9, with 

accompanying maps denoting the respective gauge's location within the study area. The USGS 

gauge 7376500 lies in the eastern half of the computational domain, approximately 10 miles north 

of Lake Maurepas. The simulation results peak timing rises closely with that of the observation, 

though not quite reaching the observed peak value. It also demonstrates a slighter decrease in flow 
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rate with residual values higher than the observation for the remainder of the event. This decrease 

can likely be attributed to the coarse resolution of the mesh in this area (Fig. 4.3), which probably 

does not most accurately reflect the topobathy and finer channels in the area. Additionally, 

roughness may be a factor to consider adjusting upon review of the local area. 

 

Fig. 4.8: Comparison of flow rate at USGS Gauge 7376500; (a) time-series observation and simulation 

results and (b) reference map of the location. 

The other calibration USGS gauge 7377500 lies high in the Comite River, a tributary to the Amite 

River, shown in Fig. 4.9. Once more, the simulation peak value does not quite reach the observed 

peak value and exhibits a slight delay in the reduction of flow rate. However, this simulation curve 

does achieve a closer flow rate for the remainder of the event (i.e., August 28th and thereafter). 

The delay and shortfall of peak value can likely be attributed to the coarser resolution of the 

neighboring topography that contributes runoff to this river. Again, friction factors may also play 

a role and should be considered for calibration. However, the recession in the flow hydrograph 

nearly matches the slope of the observed flow hydrograph, potentially a testament to the high 

resolution of the waterway reflecting appropriate topobathy. 

(a)        (b) 
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Fig. 4.9:  Comparison of riverine flow at USGS Gauge 7377500 (a) time-series observation and 

simulation results and (b) reference map of the location. 

4.3.2.2 Comparison of Water Level 

In comparing water levels, we have grouped gauges into figures representing a type of reach within 

the computational domain. Fig. 4.10 depicts a CRMS gauge and a downstream USGS gauge, 

which lie in the marshlands near Lake Maurepas. Fig.4.11 represents a collection of USGS gauges 

that lie upstream along the rivers. 

The peak values shown in Fig.4.10 are reasonably simulated in timing. The CRMS location 

simulation overshoots the observed value, an expected reflection, given that the current run of this 

model does not account for hydrologic losses through calculations or scaling. The CRMS gauge 

simulation also demonstrates an elevated water level thereafter, likely due to similar causes. 

Alternatively, the simulation at the USGS gauge demonstrates an underestimation of the water 

level but closely follows the reduction trend. This underestimation is likely because USGS gauges 

are situated near waterways, whereas CRMS are positioned in marshes. Therefore, the USGS 

gauge positions within the model fall where special attention was given to the resolution of the 

mesh and likely more accurately represents the topobathy. 

(a)       (b) 



 

108 

 

The peak values shown in Fig. 4.11 very reasonably reflect the timing of the peak value but once 

more overshoot or undershoot to varying degrees. We also find that the residual water level on the 

three plots does not recede as quickly as the observations reflect. This recession is again likely due 

to the lack of accounting for hydrologic losses in this model. However, applying a scale factor to 

account for this shortcoming may result in a larger difference between peak values and a consistent 

underestimation of the maximum peak water level. 
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Fig. 4.10: Comparison of observed and simulated water levels at CRMS, and USGS stations, downstream 

gauge located within marshland immediately west of Lake Maurepas for the 2016 Flood Event. 

 

Fig. 4.11: Comparison of observed and simulated water levels along Amite and Comite Rivers for the 

2016 Flood Event. 
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Lastly, a comparison of commonly reported error statistics is included for the various observation 

points throughout the model to communicate a general performance presented in Table 4.4. The 

model performance for the rainfall-dominated event still needs to be improved by further 

calibrating the model. However, at some stations, the performance is relatively well. 

Table 4.4: Error Statistics for Rainfall-dominated 2016 Flood Event 

2016 Stations RMSE R-Squared NSE pBias 

CRMS0008 0.44 0.58 0.5 51 

CRMS0046 0.39 0.68 0.51 49 

CRMS5845 0.41 0.6 0.50 50 

USGS7377760 1.4 0.68 0.53 -5 

USGS7378000 1.68 0.77 0.67 -4 

USGS7380120 0.61 0.89 0.69 52 

4.3.3 Compound Flooding Across Storms 

To determine the compound zone by distinguishing the contributions from rainfall and surge for 

the entire model domain, we run the calibrated hydrodynamic model by turning on and off the 

rain-on-grid scheme for all three events, such as Isaac (2012), 2016 Flood, and Ida (2021). Then 

we generated the dominance map using the alternative metric defined in the second element of this 

study. Besides dominance maps, we selected three stations located in three regions to compare the 

water level time series from each force. The water level comparison locations are shown in 

Fig.4.12. The comparison of observed and simulated water levels with the rainfall and surge 

contribution for Hurricane Isaac (2012) are shown in Fig. 4.13, whose locations are presented in 

Fig. 4.12. The figure shows that the upstream stream (i.e., USGS 7378500) demonstrates only the 
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rainfall contribution. However, the surge did not reach this point, confirming that the location is 

rainfall-dominated. 

Similarly, the subsequent CRMS and NOAA staions are located downstream of Amite River Basin 

and have minor rainfall contributions, ensuring the surge-dominated zones. However, there is little 

contribution from rainfall for CRMS stations situated in the middle of the zone, which is lake 

Poncertrain. The rainfall contribution at this station mainly comes from the upstream riverine 

flows, coming from outside the model domain.  

 

Fig. 4.12: Location map for water level comparison for all three events 

Moreover, the storm peaks at these locations were formed at different times. Gradually delayed 

peaks were observed as they moved to the upstream areas, resulting in fewer chances of developing 
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compound flooding. So, from this result analysis, it can be concluded that Hurricane Isaac (2012) 

did not demonstrate significant compound flooding in the Amite River Basin; as a surge-dominated 

event, major flooding was mainly due to storm surges. 

Fig. 4.14 shows the water level comparison at three locations for the flood event of 2016. The 

figure shows that the event is rainfall-dominated, showing a very high peak only at the upstream 

USGS stations and negligible surges for CRMS and NOAA stations. The little surges at the 

downstream stations are due to the local rainfall and contribution from the riverine land boundary 

conditions. As the event was rainfall-dominated, no observable peaks are visible for the 

downstream areas, nearby Lake Maurepas and Lake Pontchartrain. So, being a rainfall-dominated 

storm, it caused massive flooding in the upstream watersheds with no compounding effect. 
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Fig. 4.13: Water level comparison at three locations for Hurricane Isaac (2012) 
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The comparison of stormwater levels, rainfall, and surge contributions is shown in Fig. 4.15 for 

Hurricane Ida (2021). Here we simulated the stormwater level using the calibrated model for the 

Isaac and 2016 flood events. Therefore, we did not restrict the analysis to water level time series; 

instead, we generated the dominance map to identify the locations where surge and rainfall 

dominate. Also, we have identified the significant compound zones using an alternative metric we 

introduced in the second element of this study. This event is different from the other two (i.e., Isaac 

and the 2016 flood). Ida has a more intense surge because of the very high wind speed (i.e., 240 

km/h), which is why the compound zone moves further upstream. as we can see from the figure, 

the storm peak at the upstream USGS station is so prolonged that it intercepts the surges and 

rainfall together. Hence, there is a possibility of demonstrating compound flooding. But, still, we 

can notice that the rainfall-dominated zones are free of surge contribution and vice-versa.  

A dominance map is shown in Fig.4 .16, where we calculated the contribution of surges and rainfall 

separately compared to the full forcing conditions. The dominance map shows some compound 

zones demoted by green (Fig. 4.16). The entire Amite River Basin is rainfall dominant, whereas 

lake Maurepas and Pontchartrain are surge-dominant. These low-lying areas are directly connected 

to the Gulf of Mexico, and the topography is so flat compared to the Amite River Basin, allowing 

easy access to surges during any hurricane event.    
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Fig. 4.14: Water level comparison at three locations for the 2016 Flood 
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Fig. 4.15: Water level comparison at three locations for Hurricane Ida (2021) 

 

Fig. 4.16: Dominance map showing compound zones for Hurricane Ida (2021) 

4.4 DISCUSSIONS 

The storm structure plays a vital role in demonstrating compounding effects. Because the behavior 

of a surge-dominated event differs from that of a rainfall-dominated event, both have separate 

dominant zones. Our hypothesis is the purely surge-dominated hurricane event is responsible for 

flooding in the low-lying coastal areas. In contrast, rainfall-dominated flood event causes massive 

floods in the watersheds. However, when both contributions are present in an event, there is a high 

chance of developing compound zones, where flood is more severe as it added the peaks from both 

contributions (i.e., surges and riverine flows). Therefore, it is necessary to study the effect of storm 
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structures on the intensity and location of compound flooding. Moreover, uncertainty in the 

transition zones exists, contributing to the inaccuracy of assessing the compound zones. This study 

aims to identify the impacts of different storm structures on the intensity and location of compound 

flooding over the study region (i.e., Amite River Basin).  

The pure rainfall dominant event (i.e., the 2016 flood) demonstrates very high rainfall contribution 

at the upstream watershed, causing watershed flooding. It is clearly noticeable from the 

observation time series. Besides, the surge is rarely present at the downstream sites, so there is no 

dynamic interaction between the rainfall and surge during a rainfall-dominated event. Therefore, 

there is less chance of developing a compound zone. The flood will be termed as a riverine flood. 

However, the case of Isaac (2012) demonstrates a high surge along with upstream rainfall. As a 

result, both upstream and downstream sites were flooded. But the intensity and location of the 

dynamic interaction between the surge and rainfall were less pronounced than that of Hurricane 

Ida (2021). Because Hurricane Ida landed with a very high wind speed, causing the compound 

zone to move upstream location.   

The extent of the compound zone produced by Ida is significant only in the middle of the model 

domain, just upstream of Lake Maurepas. However, from the time series comparison, while 

calibrating the model for the case of Isacc, these regions were not identified as compound zones 

because of the less intense surge effects. Instead, they demonstrated individual surges and rainfall 

effects more intensely. Therefore, the intensity and locations of the dynamic interactions between 

flood drivers vary with storm intensity. 
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4.5 CONCLUSIONS 

This study has explored the feasibility of modeling compound flooding for various storm structures 

for the Amite River basin within the framework of a single program to simulate the combined 

effects of astronomical tide, storm surge, and riverine flow from rainfall runoff. The model was 

extensively calibrated based on two contrasting events: one dominated by rainfall (i.e., 2016 

Flood) and the other dominated by storm surge (i.e., 2012 Hurricane Isaac). The resulting model 

is anticipated to reasonably simulate events that demonstrate compound flooding aspects. 

Identifying the effect of storm structures on the intensity and location of compound flooding is the 

main focus of this study. After successfully developing and calibrating the hydrodynamic model 

extensively, we conducted a set of numerical experiments for three different storm structures: 

surge-dominated, rainfall-dominated, and surge with heavy rainfall to study the effects at the 

upstream watershed in terms of the intensity of surge and rainfall. The specific outcomes are listed 

below: 

i). Compound zones vary among landfalling tropical storms due to the variations in the 

strengths and evolution of these systems during and after landfall.  For instance, Hurricane 

Ida has a more intense surge due to its high wind speed. As a result, the compound zone 

moves farther upstream. 

ii). The intensity and extent of compound flooding vary upstream and downstream of coastal 

transition zones, depending on the dynamic interactions between surge, rainfall, and 

riverine flow. 

iii). The rainfall-dominated event causes flooding in the upstream watersheds, whereas the 

coastal flooding is more pronounced in downstream regions produced by a surge-dominant 
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event. To develop a compound zone, the dynamic interaction among flood drivers is a must, 

and those interactions can be identified by the alternative metric defined in this study. 

The compound zone can be identified by water level comparison contributed by each flood driver, 

such as surge, tide, rainfall, riverine flow, and lateral flow at different locations, and by generating 

a dominance map using appropriate metrics. The observation points throughout the model can 

provide insight into the extent of the transition zone. Identifying the extent of the transition zone 

inland can ascertain the ideal coupling boundary of this type of model with the outputs from the 

National Water Model (NWM). Understanding the transition boundary for different storm 

structures can inform efforts in modeling wholly coastal physical processes, such as waves and 

setup. Additionally, redefining the model domain from the transition zone to an appropriate ocean 

boundary location can better complement the efforts of the National Water Center to accurately 

represent the impacts of storm surges and storm effects on compound flooding in coastal areas.  

One of the shortcomings of this model is that it does not account for hydrologic losses within the 

program’s calculations. Defining specific areas of concern by cross-referencing land use with 

topographic characteristics of areas prone to compound flooding before developing a model can 

better inform the mesh resolution required to find the appropriate balance of accuracy in results 

and computational demand. Future work that would complement this effort is a focus on modeling 

from the transition zone boundary to various extents into the ocean boundary to determine the ideal 

resolution and extent of the computational domain that reasonably accounts for the critical coastal 

processes that contribute to compound flooding. These models should be able to provide a more 

accurate contribution of coastal processes towards storm surges and other effects contributing to 

coastal flooding and compound flooding in the transition zone.  
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Chapter 5 General Conclusions and Future Research Recommendations 

The dissertation features investigations that explore potential mechanisms to improve the 

prediction and analysis of coastal flooding, particularly compound flooding produced by a 

combination of rainfall, surge, and riverine flow.  It consists of three elements. The first one 

focuses on the errors associated with meteorological forcing inputs to coastal models for predicting 

coastal compound flooding, wherein we examine potential improvements to storm surge 

simulations through the introduction of numerical weather model analysis in place of conventional 

parametric model-based wind fields.  The second one explores the use of alternative metric to 

identify coastal zones where intensive interactions among forcings occurred and resulted in 

significant changes to the magnitude of flooding. The third one analyzes variations in the 

interactions of forcings that underlie extreme flooding during major tropical storm landfalls that 

were driven by the evolution and propagation of storm systems through landfall. 

The first study, documented in Chapter 2, highlights the challenges of producing accurate forcings 

for coastal flood simulations. The experiment reveals key deficiencies in a current, widely used 

parametric wind model that are most likely shared by other contemporary parametric models. 

These deficiencies, including a lack of representation of background wind and an inability to 

resolve the evolution of storm structure after landfall, translate into large biases and errors in storm 

surge simulations.  These deficiencies can be addressed through the introduction of numerical 

weather model analysis and forecasts, whose physical realism may substantially improve the 

analysis of surges. However, even the state-of-art numerical model reanalysis still exhibits 

shortcomings after landfall, and the associated errors require further analysis and quantifications.  



 

122 

 

The alternative metric introduced in Chapter 3 provides the ability to identify zones where dynamic 

interactions occur among flood drivers. This addresses important gaps in current literature where 

a compound zone is defined simply using maximum inundation levels without accounting for the 

timing lags among drivers.  Applying this metric to Hurricane Florence demonstrates that dynamic 

interactions were the most intense over the upstream end of the compound zone. In the remaining 

portion of the compound zone, the flooding process can be reproduced by the superposition of 

impacts of individual forcing, e.g., wind and precipitation. Using the metric will allow for refined 

mapping of zones where compound effects need to be fully accounted for to accurately determine 

the flooding risks as measured by the probability of inundation depths. 

Chapter 4 illustrates the variations in the compound zones among landfalling tropical storms due 

to the variations in the strengths and evolution of these systems during and after landfall. In 

addition, it highlights the difficulty in identifying the contributions from each driver over the 

intermediate zones where both wind and precipitation could contribute to fast rises in water level.  

This limitation is especially acuate over regions with a complex distribution of inland water bodies 

that may produce localized surges, such as coastal Louisiana.  Currently, the observational 

networks for wind and water levels in many coastal regions are insufficiently dense data to identify 

the contributions from various drivers.  Establishing more extensive observational systems will be 

an important first step towards better understanding the interactions and building more robust 

modeling frameworks to predict better and reconstruct coastal flooding and more accurately assess 

their risks.    

This dissertation illustrates challenges and also highlights opportunities to address these 

challenges. Improving observational networks to better capture forcings as well as the inundation 

process through landfall will contribute to enhancements of numerical weather and coastal 
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hydrodynamic models. It will help more precisely define compound zones and compound effects.  

When combined, these will lead to better prediction and risk assessment systems that will improve 

the resilience of coastal communities against future flooding events. 
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APPENDIX 

Table: Validation stats of barometric pressure during hurricane Florence produced by HWRF and 

Holland (2010) models 

Sensor ID 
RMSE (hPa) R % BIAS 

HWRF Holland HWRF Holland HWRF Holland 

NCBEA11768 0.12 0.21 0.77 0.63 0.30 -0.57 

NCBEA11788 0.11 0.19 0.94 0.80 0.33 -0.53 

NCBEA11808 0.11 0.19 0.94 0.80 0.34 -0.52 

NCBEA13648 0.11 0.18 0.94 0.78 0.36 -0.51 

NCBRU11888 0.15 0.16 0.92 0.90 0.23 -0.25 

NCBRU11890 0.15 0.16 0.92 0.91 0.23 -0.25 

NCBRU11891 0.14 0.15 0.93 0.92 0.24 -0.25 

NCBRU11892 0.14 0.15 0.93 0.92 0.24 -0.25 

NCBRU12048 0.14 0.16 0.93 0.91 0.22 -0.26 

NCBRU12068 0.14 0.16 0.93 0.91 0.22 -0.27 

NCCAR00001 0.10 0.19 0.95 0.87 0.21 -0.52 

NCCAR00005 0.11 0.20 0.92 0.86 0.15 -0.53 

NCCAR00006 0.11 0.27 0.89 0.80 -0.04 -0.75 

NCCAR00007 0.11 0.20 0.93 0.85 0.20 -0.53 
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NCCAR12128 0.11 0.20 0.92 0.83 0.22 -0.53 

NCCAR12228 0.11 0.20 0.93 0.86 0.21 -0.52 

NCCAR12288 0.11 0.20 0.93 0.85 0.23 -0.51 

NCCAR12348 0.11 0.20 0.92 0.85 0.19 -0.53 

NCCAR12408 0.11 0.26 0.89 0.80 -0.04 -0.75 

NCCAR12409 0.12 0.27 0.87 0.79 -0.06 -0.76 

NCCAR12410 0.12 0.27 0.86 0.78 -0.04 -0.76 

NCCAR12411 0.11 0.19 0.93 0.86 0.22 -0.47 

NCCAR12412 0.11 0.19 0.93 0.86 0.21 -0.47 

NCCAR12428 0.10 0.19 0.94 0.86 0.22 -0.51 

NCCRA12508 0.10 0.18 0.95 0.86 0.29 -0.51 

NCCRA12509 0.10 0.18 0.95 0.87 0.27 -0.51 

NCCRA13628 0.10 0.20 0.92 0.83 0.21 -0.55 

NCCRV00003 0.10 0.20 0.93 0.84 0.22 -0.54 

NCCUR00001 0.07 0.25 0.93 0.48 0.22 -0.76 

NCCUR12568 0.08 0.25 0.90 0.49 0.23 -0.73 

NCDAR00001 0.07 0.23 0.92 0.75 0.17 -0.70 

NCDAR00002 0.08 0.23 0.93 0.74 0.21 -0.67 

NCDAR00003 0.08 0.23 0.91 0.72 0.22 -0.68 

NCDAR00004 0.08 0.23 0.91 0.72 0.21 -0.68 

NCDAR00005 0.08 0.24 0.91 0.65 0.24 -0.70 

NCDAR00008 0.08 0.25 0.91 0.49 0.24 -0.72 

NCDAR00009 0.08 0.25 0.89 0.55 0.22 -0.73 

NCDAR00010 0.06 0.26 0.92 0.68 0.14 -0.79 

NCDAR00011 0.07 0.25 0.88 0.55 0.21 -0.74 

NCDAR12248 0.11 0.20 0.93 0.85 0.21 -0.52 
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NCDAR12630 0.08 0.25 0.89 0.55 0.22 -0.73 

NCDAR12631 0.08 0.25 0.89 0.55 0.22 -0.73 

NCDAR12633 0.08 0.25 0.89 0.55 0.22 -0.73 

NCDAR12668 0.07 0.25 0.92 0.57 0.21 -0.74 

NCDAR12669 0.07 0.25 0.92 0.57 0.22 -0.73 

NCDAR12688 0.08 0.24 0.91 0.65 0.23 -0.70 

NCDAR12689 0.07 0.24 0.90 0.67 0.19 -0.74 

NCDAR12708 0.06 0.25 0.91 0.68 0.17 -0.75 

NCDAR12709 0.06 0.25 0.91 0.68 0.17 -0.75 

NCDAR12711 0.06 0.22 0.98 0.85 0.20 -0.70 

NCDAR12729 0.07 0.23 0.92 0.75 0.18 -0.69 

NCDAR12749 0.07 0.23 0.92 0.75 0.17 -0.70 

NCDAR12788 0.06 0.25 0.91 0.68 0.17 -0.75 

NCDAR12790 0.08 0.22 0.93 0.74 0.21 -0.67 

NCDAR13668 0.07 0.25 0.92 0.57 0.22 -0.74 

NCDAR18739 0.07 0.23 0.92 0.75 0.18 -0.69 

NCHYD00001 0.08 0.22 0.92 0.76 0.20 -0.66 

NCHYD12828 0.06 0.26 0.93 0.74 0.12 -0.78 

NCNEW00002 0.16 0.20 0.90 0.88 0.14 -0.33 

NCNEW00003 0.16 0.20 0.90 0.88 0.13 -0.34 

NCNEW00004 0.18 0.20 0.90 0.88 0.19 -0.29 

NCNEW00005 0.18 0.20 0.89 0.88 0.15 -0.33 

NCNEW00006 0.17 0.20 0.90 0.88 0.16 -0.32 

NCNEW00007 0.17 0.20 0.88 0.87 0.15 -0.36 

NCNEW12848 0.18 0.20 0.89 0.87 0.14 -0.35 

NCNEW12868 0.18 0.20 0.90 0.87 0.20 -0.30 
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NCNEW12888 0.18 0.20 0.90 0.88 0.19 -0.29 

NCNEW12908 0.18 0.20 0.89 0.87 0.19 -0.29 

NCNEW12928 0.18 0.20 0.90 0.87 0.19 -0.30 

NCNEW12948 0.19 0.20 0.88 0.87 0.20 -0.29 

NCNEW13008 0.18 0.20 0.89 0.88 0.16 -0.33 

NCNEW13629 0.16 0.19 0.90 0.89 0.17 -0.32 

NCNEW27844 0.18 0.20 0.89 0.87 0.17 -0.31 

NCNEW27845 0.18 0.20 0.89 0.87 0.17 -0.31 

NCNEW27846 0.19 0.20 0.88 0.87 0.18 -0.31 

NCNEW27847 0.18 0.20 0.89 0.87 0.17 -0.31 

NCNEW27848 0.18 0.20 0.89 0.87 0.17 -0.31 

NCONS00001 0.11 0.20 0.92 0.85 0.17 -0.52 

NCONS00002 0.11 0.19 0.94 0.89 0.15 -0.46 

NCONS13048 0.12 0.20 0.93 0.88 0.15 -0.46 

NCONS13128 0.11 0.21 0.93 0.87 0.08 -0.56 

NCONS13168 0.11 0.21 0.93 0.88 0.06 -0.57 

NCONS13189 0.11 0.19 0.94 0.90 0.16 -0.46 

NCONS13208 0.10 0.21 0.94 0.89 0.08 -0.57 

NCONS13228 0.11 0.21 0.90 0.84 0.14 -0.53 

NCONS27840 0.12 0.20 0.93 0.88 0.15 -0.46 

NCPAM13230 0.10 0.20 0.93 0.84 0.24 -0.54 

NCPAM13231 0.10 0.19 0.94 0.84 0.27 -0.52 

NCPAM13248 0.08 0.20 0.95 0.85 0.21 -0.59 

NCPAM13269 0.08 0.21 0.94 0.83 0.22 -0.59 

NCPAS13288 0.03 0.29 0.93 0.51 0.07 -0.89 

NCPEN00001 0.16 0.19 0.90 0.88 0.16 -0.36 
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NCPEN00002 0.14 0.20 0.91 0.89 0.12 -0.42 

NCPEN00003 0.14 0.20 0.91 0.89 0.12 -0.42 

NCPEN13368 0.40 0.28 0.61 0.57 1.02 0.12 

NCPEN13408 0.15 0.20 0.90 0.88 0.12 -0.42 

NCPEN27841 0.15 0.20 0.90 0.87 0.13 -0.41 

NCPEN27842 0.15 0.20 0.90 0.87 0.13 -0.41 

NCPEN27843 0.15 0.20 0.90 0.87 0.13 -0.41 

NCBEA11728 0.12 0.22 0.78 0.64 0.27 -0.58 
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